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Executive Summary

Initially, wireless protocols were not required to cope with external interference,

but due to the exponential growth of wireless embedded devices, this requirement

is now a must. Most wireless networks were designed to overcome internal interference, that
is, the interference created by their peers in the network. In the last decade, the proliferation of
wireless embedded devices has exploded, and with this explosion comes the imperative need to
coexist with the external interference caused by `other' networks. This problem is particularly
acute in the unlicensed ISM bands where several technologies coexist, such as WiFi, Bluetooth,
Zigbee, WirelessHart, to name some.

But external interference is not the only important e�ect that needs to be consid-

ered in future wireless deployments, temperature e�ects must be considered too.

While the research community is aware of the external interference problem, and several e�orts
are underway to overcome its limitations, temperature e�ects have received marginal attention
at best. In fact, one of the key contributions of our consortium has been to identify and quantify
the detrimental e�ects of temperature on low-power wireless devices.

We argue that to have a practical impact, the next generation of wireless protocols

needs to be (re)designed to cope with interference and temperature e�ects.

In this deliverable, we propose four novel protocols to overcome temperature and

interference e�ects. Our �rst protocol aims at overcoming temperature e�ects by adapting
the operation of the Clear Channel Assessment method according to the temperature pro�le of
the environment (Temp-MAC). Two protocols aim at overcoming interference, one by utilizing
a multi-channel approach (MiCMAC) and the other by providing a robust agreement exchange
(JAG). The fourth protocol is a work-in-progress that attempts at tackling both e�ects at once
(EverGreen). Two fundamental pillars, regarding the work presented in this deliverable, have
been the insights obtained in Work Package 1 (for the design of protocols) and the testbeds
developed within our consortium in Work Package 4, as well as the testbeds from the FIRE
initiative, (for the evaluation of the protocols).
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1 Introduction

During the �rst months of the RELYonIT project (in WP1), we focused on understanding the
e�ects of temperature and interference on the network's performance. This understanding gave
us the necessary background to develop a new set of protocols that overcomes various of the
limitations of the state-of-the-art. This deliverable describes the design, implementation and
evaluation of four new protocols that overcome interference and temperature e�ects, and a new
method that adjusts the packet size according to the observed interference pattern.

Our protocol-design process followed a two-step approach. First, where possible, we tried
to optimize the performance of existing protocols (Task 2.1). Second, if we found that the
attempted optimization did not lead to signi�cant improvements, we designed the protocol
from scratch (Task 2.2). For the �rst group of protocols, we present three optimizations at
the Data Link Layer: one that tackles temperature e�ects (Temp-MAC), and two that aim at
overcoming interference e�ects (MiCMAC and Packet Variable Size). For the second group,
we propose two new protocols: one tackling interference at the Data Link Layer (JAG) and
the other tackling interference and temperature e�ects at the Data Link and Network Layers
(Evergreen). Below, we provide a brief description of each one of these protocols, and the
subsequent chapters describe in detail their design and evaluation.

Before proceeding it is important to highlight two important points. First, for the sake
of brevity this deliverable describes only the `success' stories. That is, we present only those
protocols that were successfully optimized or those that were successfully designed from scratch.
We do not describe those protocols that we tried to optimize, but whose optimization did
not lead to signi�cant improvements. These `negative' results played a signi�cant role in our
learning and design process. In particular, we would like to highlight our e�orts in trying
to optimize the RPL protocol to improve its performance under temperature e�ects (Temp-
RPL). We did not observe signi�cant gains for Temp-RPL, but this e�ort lead to a deeper
understanding of the problem: we found that the optimization should occur at the MAC Layer
and not at the Routing Layer. This important insight resulted in the Temp-MAC protocol
described in the next Chapter (Temp-RPL is described brie�y in D4.3). The second important
point to highlight is the central role of testbeds. It would not have been possible to obtain
meaningful and practical results without the testbeds we built in WP4, or without the testbeds
available from the FIRE initiative, in particular the TWIST testbed from TU-Berlin. We
also enhanced the capabilities of FIRE testbeds by extending our JamLab method to create
interference in TWIST (without adding any extra infrastructure), as described in D-4.3.

Copyright © 2014 RELYonIT consortium: all rights reserved page 9
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1.1 Optimized Protocols

1.1.1 Temp-MAC

In this protocol, we analyse in detail the behaviour of communication protocols in the presence
of temperature variations and propose techniques to increase their performance. First, we
experimentally show that �uctuations of the on-board temperature of sensor nodes signi�cantly
reduce the e�ciency of data link layer protocols, leading to a substantial decrease in the packet
reception rate and to a drastic increase in the energy consumption. Second, we investigate the
reasons for such performance degradation, and show that high on-board temperatures reduce
the e�ectiveness of clear channel assessment, compromising the ability of a node to avoid
collisions and to successfully wake-up from low-power mode.
We propose two mechanisms to dynamically adapt the clear channel assessment threshold

to temperature changes and make data link layer protocols temperature-aware. An extensive
experimental evaluation shows that our approaches substantially increase the performance in
the presence of temperature variations commonly found in real-world outdoor deployments,
with up to 71% lower energy consumption and 194% higher packet reception rate.

1.1.2 MiCMAC

Exploiting multiple radio channels for communication has been long known as a practical way
to mitigate interference in wireless settings. In Wireless Sensor Networks, however, multi-
channel solutions have not reached their full potential: the MAC layers included in TinyOS
or the Contiki OS for example are mostly single-channel. The literature o�ers a number of
interesting solutions, but experimental results were often too few to build con�dence. We pro-
pose a practical extension of low-power listening, MiCMAC, that performs channel hopping,
operates in a distributed way, and is independent of upper layers of the protocol stack. The
above properties make it easy to deploy in a variety of scenarios, without any extra con�gura-
tion/scheduling/channel selection hassle.
We implement our solution in Contiki and evaluate it in the TWIST testbed while running a

complete, out-of-the-box low-power IPv6 communication stack (UDP/RPL/6LoWPAN). Our
experimental results, presented in D4.3, demonstrate increased resilience to emulated WiFi
interference (e.g., data yield kept above 90% when the ContikiMAC drops in the 40% range).
In noiseless environments, MiCMAC keeps the overhead low in comparison to ContikiMAC,
achieving performance as high as 99% data yield along with sub-percent duty cycle and sub-
second latency for a 1-minute inter-packet interval data collection.

1.1.3 Variable Packet Size

The interference models developed in WP1 can be used to provide a better understanding of
the achievable Packet Reception Rate (PRR) for a given environment: if we could estimate the
idle time between two consecutive busy periods, then we could adjust the size of the packet
to �t in-between the estimated idle time. This knowledge can be used to select and con�gure
protocols to mitigate much of the e�ect that interference causes to deliver the required network
performance. For instance, an alternative packet size may be selected based on the interference

Copyright © 2014 RELYonIT consortium: all rights reserved page 10
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level to attain higher delivery targets, or the transmission channel can be changed (based on
the existing interference patterns) to always select the least a�ected channel.

1.2 Newly Designed Protocols

1.2.1 JAG

Wireless low-power transceivers used in sensor networks typically operate in unlicensed fre-
quency bands that are subject to external radio interference caused by devices transmitting
at much higher power. Communication protocols should therefore be designed to be robust
against such interference. A critical building block of many protocols at all layers is agreement
on a piece of information among a set of nodes. At the MAC layer, nodes may need to agree
on a new time slot or frequency channel; at the application layer nodes may need to agree on
handing over a leader role from one node to another. Message loss caused by interference may
break agreement in two di�erent ways: none of the nodes uses the new information (time slot,
channel, leader) and sticks with the previous assignment, or � even worse � some nodes use the
new information and some do not. This may lead to reduced performance or failures.
We investigate the problem of agreement under external radio interference and point out the

limitations of traditional message-based approaches. We propose JAG, a novel protocol that
uses jamming instead of message transmissions to make sure that two neighbouring nodes agree,
and show that it outperforms message-based approaches in terms of agreement probability,
energy consumption, and time-to-completion. In contrast to all other protocols, the evaluation
of JAG is not included in D-4.3, and hence, we present all the results in this deliverable.

1.2.2 Evergreen

Among the various disruptions caused by temperature and interference phenomena, there is
one that is common to both: link quality variability. Interference and temperature a�ect dra-
matically the quality of wireless links, which in turn lead to packets losses and delay. From a
higher level of abstraction, changes on link quality can be seen as `link dynamics'. We hence
decided to develop a comprehensive new protocol that can overcome link dynamics indepen-
dently of their source, which can be temperature, interference or even mobility. This e�ort,
called Evergreen, is work-in-progress. In this deliverable, we present our initial design and some
preliminary evaluations under temperature and interference e�ects.

Copyright © 2014 RELYonIT consortium: all rights reserved page 11



2 Protocols Tackling Temperature E�ects

2.1 Temperature-Aware MAC [11]

Temperature has a strong impact on the performance of wireless sensor networks. Real-world
deployments have shown that the on-board temperature of wireless sensor nodes deployed
outdoors can be signi�cantly higher than air temperatures measured by traditional weather
stations [54]. Sensor nodes are indeed often exposed to direct sunlight and embedded into air-
tight packaging absorbing IR-radiation [7], causing the inner temperature in the casing to reach
values as high as 70◦C [9]. In a long-term outdoor deployment, Wennerström et al. [63] have
observed that the on-board temperature of a sensor node enclosed into an airtight packaging
can experience variations up to 83◦C across di�erent seasons, and 56◦C within 24-hours [15],
with large heterogeneity across the network [12].
These temperature �uctuations can have a strong impact on clock drift (slowing down pro-

cessor operations [12] and a�ecting time synchronization between nodes [4]), as well as on the
lifetime of sensor nodes (in�uencing the capacity and discharge curve of batteries [26, 51] and
altering the current consumption of electronic components [42, 60]).
Temperature can also drastically a�ect the e�ciency of low-power wireless transceivers and

reduce the quality of wireless links. The performance of low-power radios employed in o�-the-
shelf wireless sensor nodes is indeed temperature-dependent [3], with a reduction in the strength
of the transmitted and received signal at high temperatures. For example, a temperature
variation of 40◦C can decrease the strength of the received signal by up to 6 dB, with a negative
e�ect on the correct reception of packets [15].
To better study the impact of temperature variations on low-power wireless communications

and protocols, we have designed TempLab, a testbed infrastructure with the ability of varying
the on-board temperature of sensor nodes and reproducing the temperature �uctuations that
can be normally found in outdoor deployments [12]. We have shown how this temperature-
controlled testbed can be used to systematically analyse the performance of communication
protocols, and to precisely characterize the slowdown of micro-controllers [12]. More impor-
tantly, we have shown that state-of-the-art communication protocols actually exhibit a lower
e�ciency at high temperatures. While this lower e�ciency may not be surprising (most pro-
tocols are developed and tested using indoor testbeds running at a constant temperature), it
de�nitely requires further investigation and calls for solutions to improve the robustness of
wireless sensor networks employed in harsh environments.
In this deliverable, we exploit this temperature-controlled testbed to analyse in detail the

performance of state-of-the-art communication protocols and to understand (i) why their per-
formance decreases in the presence of temperature variations, and (ii) how we can mitigate the
problem and improve their performance. We �rst show experimentally that �uctuations of the
on-board temperature of sensor nodes reduce the e�ciency of carrier sense multiple access data
link layer protocols, leading to a substantial decrease in the packet reception rate and to an in-
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crease of the energy consumption. We identify reduced e�ectiveness of clear channel assessment
as the reason for such performance degradation, and show that this reduced e�ectiveness com-
promises the ability of a node to avoid collisions and to successfully wake-up from low-power
mode. Based on these insights, we propose two mechanisms to mitigate the problem by dy-
namically adapting the clear channel assessment threshold to temperature changes: one based
on the temperature measured locally, and one on the highest temperature measured across all
neighbouring nodes. We �nally show through an extensive experimental evaluation that the
proposed approaches increase the robustness of existing protocols to temperature variations
and signi�cantly improve the performance also on a network level.
The contributions of this section are hence three-folded:

� Ine�ciency of clear channel assessment. We describe how temperature variations
a�ect the e�ciency of clear channel assessment, and show experimentally that this inef-
�ciency compromises the operations of data link layer protocols based on carrier sense.

� Augmented data link layer protocols. After modelling the behaviour of radio
transceivers at di�erent temperatures, we implement two strategies that increase the
e�ciency of clear channel assessment by making data link layer protocols temperature-
aware.

� Extensive experimental evaluation. We show that our augmented protocols sustain
a signi�cantly higher performance than existing protocols, with up to 71% lower energy
consumption and 194% higher packet reception rate in the presence of temperature vari-
ations commonly found in real-world outdoor deployments.

The next section describes the impact of temperature on low-power radios, and models the
attenuation of signal strength on the platform used in our experiments. Sect. 2.1.2 analyses
the impact of temperature on data link layer protocols, and highlights the ine�ciency of clear
channel assessment at high temperatures. In Sect. 2.1.3 we describe two mechanisms to correct
this ine�ciency and to make data link layer protocols temperature-aware. We evaluate the
performance of our approaches in Sect. 2.1.4, showing large performance improvements on a
link basis and on a network level. After describing related work in Sect. 2.1.5, we conclude this
section in Sect. 4.

2.1.1 Impact of Temperature on Low-Power Radios

Experiences and reports from long-term outdoor deployments have highlighted that tempera-
ture has a strong impact on the performance of low-power radio transceivers.
Impact of temperature on link quality. Results by Bannister et al. [3] from an outdoor de-

ployment in the Sonoran desert have revealed that an increase in temperature causes a reduc-
tion of the wireless link quality. These results were later con�rmed by indoor and outdoor
experiments [7, 9], and by a long-term outdoor deployment by Wennerström et al. [63] in Up-
psala, Sweden. In the latter, 16 TelosB nodes equipped with the CC2420 radio were placed
within each-other's transmission range, and exchanged packets and recorded statistics for sev-
eral months. Fig. 2.1 shows the data collected by two nodes in this deployment: the top �gure
shows the temperatures measured on-board and the air temperature recorded by a nearby
weather station; the other �gures show the evolution of a number of link quality metrics over
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Figure 2.1: High temperatures decrease the performance of low-power radios. In traces from
Wennerström et al.'s outdoor deployment [63], we can observe that during daytime
(when temperature is high), the received signal strength indicator (RSSI) and link
quality indicator (LQI) are lower than during the night. During daytime, also the
packet reception rate (PRR) is reduced.

time. Firstly, we can observe that the on-board temperature of the sensor nodes is signi�-
cantly higher than air temperature: this is very common in outdoor deployments when nodes
are enclosed into airtight packaging absorbing IR-radiation. Secondly, we can observe a clear
correlation between the on-board temperature of the two nodes and the quality of their link:
the higher the temperature, the lower the received signal strength indicator (RSSI) and the
link quality indicator representing the chip error rate (LQI).
Dependency between temperature and signal strength. Bannister et al. [3] have shown that the

attenuation in received signal strength on the CC2420 radio chip is the result of the decreased
e�ciency of the transmitter's power ampli�er and the receiver's low-noise ampli�er at high
temperatures. In their experiments in a climate chamber, the authors observed a decrease of
4-5 dB in the output power of the transmitter and a drop of 3-4 dB in the received power over
the temperature range 25-65 ◦C, for a combined e�ect on received signal strength of 8 dB when
both transmitter and receiver are heated.
We have con�rmed in later experiments over a larger temperature range [15] that the re-

lationship between temperature and signal strength attenuation is approximately linear, and
that this also applies to other radio chips employed in o�-the-shelf sensornet platforms. Fig. 2.2
shows the strength of the received signal at di�erent temperatures between two (TelosB-based)
Maxfor MTM-CM5000MSP sensor nodes while the transmitter, receiver, or both transmitter
and receiver nodes are heated using TempLab [12]. We can notice that the received signal
strength attenuation is similar when the two nodes are heated individually (a loss of 0.08
dB/◦C1), and about twice as high when both nodes are heated at the same time (a loss of 0.17

1 We estimate the attenuation by computing the slopes of the RSSI curve. Please note that an exact comparison
between two curves is not possible, as RSSI readings are integer values that depend on the operation of the
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Figure 2.2: Signal strength attenuation as a function of temperature. The top plot shows the
received signal strength of packets while transmitter (blue), receiver (black), or
both transmitter and receiver (red) are heated: the attenuation is highest when
both nodes are heated at the same time. The bottom plot shows the received signal
strength attenuation in absence of packet transmissions.

dB/◦C). Instead, the noise �oor, i.e., the received signal strength measured in absence of radio
activity, exhibits a lower variability in the presence of temperature variations.
Impact on packet reception. The attenuation of the signal strength at high temperatures can

a�ect the reception of packets in two di�erent ways. First, a weaker signal is more susceptible
to bursts of external interference, and the probability that devices operating at higher powers
(e.g., Wi-Fi access points and microwave ovens) corrupt or destroy a packet increases at high
temperatures. Second, if temperature increases and the signal strength weakens to values close
to the ambient RF noise (often called noise �oor), the radio's ability to successfully demodulate
a packet drastically decreases. When this happens, a physical limit is reached: the radio cannot
correctly receive (most of) the packets that were transmitted, and the connectivity of the link is
irreparably compromised. This situation is captured in Fig. 2.1 (bottom). In Wennerström et
al.'s deployment, the nodes communicate using Contiki's nullMAC, a data link layer protocol in
which the radio remains active all the time and packets are transmitted without �rst verifying
the absence of other tra�c. As soon as the received signal strength weakens to values close to
the noise �oor in the deployment environment (≈ -94 dBm), the packet reception rate (PRR)
between the two nodes drops signi�cantly, and the link becomes almost useless during daytime.
In the next section, we focus on carrier sense multiple access data link layer protocols and

show that their performance decrease signi�cantly at high temperatures, but not as a result of
the above observations. The vast majority of duty-cycled MAC protocols do not actually reach
the physical limit of the radio at high temperatures, and the lower reception rates are caused
by design choices that neglect the ine�ciency of clear channel assessment in the presence of
temperature �uctuations.

automatic gain controller and on the hysteresis between di�erent gain modes [15].
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2.1.2 Impact of Temperature on CSMA Protocols

The attenuation of received signal strength at high temperatures described in Sect. 2.1.1 can
a�ect two key functionalities of carrier sense multiple access (CSMA) protocols.

1. Collision avoidance. CSMA protocols rely on clear channel assessment (CCA) to deter-
mine whether another device is already transmitting on the same frequency channel, and
defer transmissions that may otherwise collide with ongoing communications.

2. Wake-up of nodes. Duty-cycled protocols typically employ CCA to trigger wake-ups, i.e.,
to determine if a node should stay awake to receive a packet or whether it should remain
in low-power mode.

CCA implementations are typically based on energy detection, i.e., on the measurement of the
received signal strength and on its comparison with a given threshold. When performing energy
detection using a �xed CCA threshold, it is neglected that received signal strength readings are
a�ected by temperature, and this leads to a number of problems. First, the transmitter can
erroneously measure a weaker noise in the environment as a result of the increased temperature,
and generate wasteful transmissions (see Sect. 2.1.2). Second, a receiver node may not receive
a signal su�ciently strong to cause a wake-up of the radio, and constantly remain in low-power
mode at high temperatures, causing the disruption of the link (see Sect. 2.1.2). We analyse
these issues in the remainder of this section, after describing how CCA is typically implemented
in sensornet MAC protocols.

Clear Channel Assessment in Sensornet MAC Protocols

In CSMA protocols, the correct operation of clear channel assessment (CCA) is fundamental to
reduce the number of wasteful transmissions and to preserve the limited energy budget of the
nodes in the network. The typical task of CCA is to avoid collisions, i.e., to determine whether
another device is already transmitting on the same frequency channel. If there are ongoing
transmissions, CSMA protocols defer transmissions using di�erent back-o� strategies [10], oth-
erwise the packet(s) are immediately sent. CCA is also used in low-power duty-cycled MAC
protocols to trigger wake-ups, i.e., to determine if a node should remain awake to receive a
packet or whether it should remain in sleep mode [52]. Towards this goal, low-power MAC
protocols typically perform an inexpensive CCA check and keep the transceiver on if some
ongoing activity is detected on the channel [14, 19, 52].
The CCA check can be carried out using energy detection or carrier sense, as described in the

IEEE 802.15.4 standard. Energy detection consists in sampling the energy level in the wireless
channel and determining whether another device is already transmitting by comparing the
measured signal strength with a given CCA threshold TCCA. Carrier sense consists in detecting
the presence of a modulated compliant signal, irrespective of its strength. Both options can
also be used at the same time: in the case of the widely used CC2420 radio transceiver, this is
the default con�guration.
Most protocols employ �xed CCA thresholds. When using energy detection, a critical design

choice is the selection of TCCA. Whilst sender-initiated, duty-cycling MAC protocols such as
B-MAC [52], BoX-MACs [48], and ContikiMAC [19] include energy detection as an important
feature to reduce idle listening, there is not yet a widespread practice of tuning the CCA
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(a) Overview of our testbed infras-
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Figure 2.3: Overview of the testbed infrastructure used in our experiments (a) with infra-red
heating lamps on top of each sensor node to control their on-board temperature
(b). The received signal strength weakens at high temperatures and can cause an
intersection with TCCA, causing several issues (c).
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(a) JamLab's emulated Wi-Fi video
streaming
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(b) JamLab's emulated microwave
oven
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devices

Figure 2.4: Temperature a�ects the e�ciency of collision avoidance in CSMA protocols. Our
experiments in di�erent interference scenarios show that when the received signal
strength weakens to values below TCCA at high temperatures, the PRR decreases,
as well as the number of CCAs identifying a busy channel.

threshold at run-time in relation to the noise �oor of each network deployment. Rather, the
current practice is to rely on the default system settings, i.e., on a �xed CCA threshold, which
is either set at compile-time, or left untouched so that the default value of the radio device
is used instead. The IEEE 802.15.4 standard suggests to use a TCCA that is at most 10 dB
greater than the radio's speci�ed receiver sensitivity. Contiki uses the default value for most
hardware platforms (CC2420's default threshold is -77 dBm), but did recently set TCCA for
TelosB-based platforms to -90 dBm.

Ine�cient Collision Avoidance

When a protocol employs a �xed CCA threshold to determine whether another device is already
transmitting, it essentially neglects that the strength of the received signal has a dependency on
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temperature. We now show experimentally that this can lead to an increase in false negatives
when a transmitter is assessing the presence of a busy medium.
Fig. 2.3(a) shows an overview of our testbed, equipped with 18 Maxfor MTM-CM5000MSP

nodes. We use TempLab [12] to vary the on-board temperature of the nodes between 25 and
75◦C using IR heating lamps (Fig. 2.3(b)). We carry out experiments consisting of several
transmitter-receiver pairs running a basic Contiki application, in which the transmitter node
periodically sends packets to its intended receiver and collects statistics such as the energy
expenditure at the link-layer and the RF ambient noise in the radio channel. The latter is
computed as the maximum of 20 consecutive RSSI readings after a packet transmission. In
a �rst experiment in an environment rich of Wi-Fi interference, we use Contiki's nullMAC
and nullRDC to avoid protocol-speci�c implementations and employ the CC2420's default
CCA threshold (-77 dBm). Except from temperature, there is no signi�cant change in the
environment surrounding the nodes.
Fig. 2.3(c) shows the ambient noise captured using RSSI readings by a node in our testbed.

The noise has a visible correlation with the on-board temperature of the node, and follows the
attenuation described in Sect. 2.1.1. We can observe that at around 40◦C, there is an inter-
section between the measured signal strength and the selected TCCA. For temperatures lower
than 40◦C the measured RSSI is above TCCA (and hence transmissions would be deferred);
for temperatures higher than 40◦C, instead, the RSSI is below TCCA (and packets would be
immediately sent). In other words, the MAC protocol erroneously deduces from RSSI readings
obtained above 40◦C that the channel is free from harmful interference. In reality, the inter-
ference in the environment is not weakened by temperature (the RSSI attenuation is only an
artefact of the radio), and can still destroy transmitted packets. These erroneous clear chan-
nel assessments at high temperature may hence lead to an increase in the number of wasteful
transmissions destroyed or corrupted by surrounding interference.
Fig. 2.4 shows the impact of erroneous clear channel assessments in the presence of di�erent

interference patterns. We use JamLab [6] to produce repeatable interference in our testbed
on di�erent channels. We emulate on one channel the interference caused by a computer
streaming videos from a Wi-Fi access point, and on another channel the one caused by an
active microwave oven. We also let a computer transfer large �les from a nearby Wi-Fi access
point using a channel that is not a�ected by JamLab. We then analyse how this a�ects the
PRR on the transmitter-receiver pairs in our testbed that experienced an intersection between
measured noise and TCCA at di�erent temperatures as in Fig. 2.3(c). We can notice that in all
scenarios the PRR decreases as soon as the on-board temperature of sensor nodes increases.
In the presence of Wi-Fi video streaming, the PRR of the link decreases from 88 to 81%
(Fig. 2.4(a)), whereas in the presence of an active microwave oven the PRR decreases from 70 to
45% (Fig. 2.4(b)). Similarly, also the PRR in the presence of a Wi-Fi �le transfer decreases from
30 to 18% at high temperatures (Fig. 2.4(c)). We can also notice that the decrease in packet
reception is correlated with a decrease in the number of clear channel assessments identifying
a busy channel, i.e., with a decrease in the e�ciency of clear channel assessment that does not
identify potential collisions at high temperatures. These results prove our assumptions, and
show that the intersection between the RSSI curve and the CCA threshold shown in Fig. 2.3(c)
results in erroneous clear channel assessments leading to an increased packet loss rate at high
temperatures.
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Unsuccessful Wake-Up of Nodes

State-of-the-art MAC protocols often duty cycle the radio to reduce energy consumption, and
employ clear channel assessment to wake-up the transceiver from sleep mode. Typically, a
periodic CCA check is performed: if the channel is busy, the transceiver is kept on in order to
receive the incoming packet, otherwise the radio remains in sleep mode.
High temperatures can a�ect the correctness of this mechanism. Imagine a sender A and a

receiver B exchanging packets using a duty-cycled MAC protocol in which A sends short strobes
before the actual packet (or repeatedly sends the same packet). If B receives the strobes from
node A with a signal strength that is higher than TCCA, it keeps its radio on and receives
the payload message from A. If temperature increases, the received signal strength at node
B may intersect TCCA as shown in Fig. 2.3(c). When this happens, the transmissions from A
are received with a strength lower than TCCA, and B does not wake up to receive A's packets
anymore, essentially disrupting the link. In the case shown in Fig. 2.3(c), the link would be
disrupted for temperatures higher than 40◦C, because node B would not wake up when the
strength of the received signal from A decreases below TCCA.
We now show experimental evidence of this problem. We let several transmitter-receiver

pairs of nodes communicate using ContikiMAC, Contiki's default MAC protocol in which nodes
sleep most of the time and periodically wake up to check for radio activity. In ContikiMAC,
the transmitter sends repeatedly the same packet until a link layer acknowledgement (ACK) is
received, whereas the receiver keeps its radio on as soon as a packet transmission is detected by
means of a single CCA check [19]. Packets are exchanged every 20 seconds, and ACKs are sent
using CC2420's hardware support. As in the previous experiment, we use TempLab to warm-up
and cool-down the on-board temperature of the nodes, emulating the daily �uctuations that
can be found in real-world deployments.
Fig. 2.5 shows an example of link disruption caused by a receiver not waking up at high

temperatures. We can notice that what was a perfect link until approximately 54◦C (essentially,
no packet was lost), suddenly does not receive any packet at higher temperatures. Only once
temperature decreases below 54◦C, the link is restored and the node correctly receives the
packets sent from the transmitter. This behaviour can signi�cantly harm network performance,
as links may disappear during the hottest times of the day, leading to high latencies, drastic
topology changes, or in case no alternative paths for communication can be found, to a complete
disconnection of some nodes from the network.
Please note that a receiver node can in principle detect a packet transmission using carrier

sense, i.e., by identifying a valid sequence of bits without comparing if the received energy is
above a given threshold. However, in o�-the-shelf radio transceivers such as the CC2420, a
valid sequence can be identi�ed only prior detection and validation of the start frame delimiter.
Therefore, carrier sense is ine�ective when used in duty-cycled systems that periodically wake
up and perform a single CCA check (in a non-duty-cycled protocol such as Contiki's nullRDC or
nullMAC, instead, carrier sense would work well, as the radio remains always active). Indeed,
despite the CC2420 radio is using by default a combination of carrier sense and energy detection,
ContikiMAC experiences a complete loss at high temperatures that is dependent on TCCA, i.e.,
on the chosen energy detection threshold.
It is also important to highlight that selecting by default a low CCA threshold is not a valid

solution: the lower TCCA the higher the number of activities in the channel (radio interference,
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Figure 2.5: Temperature can a�ect the wake-up mechanism in duty-cycled MAC protocols.
When the strength of the received signal from a transmitter weakens at high tem-
peratures and intersect the CCA threshold as shown in Fig. 2.3(c), the receiver does
not wake up anymore, disrupting the link's connectivity.

communications from surrounding nodes) that will trigger a wake-up and, consequently, a higher
energy consumption. Indeed, selecting TCCA close to the noise �oor in a noisy environment,
would essentially cause the radio to be constantly active, with a highly suboptimal energy
expenditure.

2.1.3 Designing Temperature-aware MAC Protocols

Whenever a link delivers poor performance, it is typically the network layer's task to maintain
connectivity and search for alternative routes that can sustain a high delivery rate. Using
link quality estimation, the network layer can indeed �lter out lossy links and pick a better
topology, i.e., select a network con�guration that avoids links that are asymmetric or that have
a signal that is too weak to communicate reliably, as well as links that are negatively a�ected
by temperature variations. The network layer, however, can only be e�ective if the network
is su�ciently dense to o�er link redundancy. Very often, there are no available links in the
surroundings of a node o�ering better performance, especially in sparse networks. In such
cases, the network layer is obliged to make use of lossy links, and cannot mitigate the impact
of temperature variations on the lower layers of the protocol stack.
To mitigate the ine�ciency of CSMA protocols at high temperatures shown in Sect. 2.1.2,

we hence need to tackle the problem directly at the MAC layer. A link can indeed still o�er
good performance if the CCA threshold is dynamically adapted to the on-board temperature
variations of the nodes. In this section, we propose two alternatives to achieve this goal.
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Predicting the Attenuation of Signal Strength

In order to dynamically adapt TCCA to temperature variations, we �rst need to model the
relationship between signal strength attenuation and temperature. In Sect. 2.1.1 we have
shown that the latter is approximately linear, and that there are two components that need
to be considered: the attenuation on the receiver side, and the one on the transmitter side.
Imagine a sender A and a receiver B exchanging packets. If the on-board temperature of B
varies by ∆TB degrees w.r.t. to an initial temperature τ , the signal will su�er an attenuation on
the receiver side by R = β∆TB, with ∆TB being the di�erence between B's current temperature
Tnow and τ . Similarly, if the on-board temperature of A varies, its signal will be transmitted
with an attenuation on the transmitter side of T = α∆TA. In case the temperatures of both
A and B vary, the overall attenuation of the received signal strength on B is given by R + T .
Please notice that if temperature has decreased, ∆T = (Tnow − τ) is negative, and R and T
are not an attenuation, but instead a strengthening of the signal.
The parameters α and β are speci�c to the employed radio and di�er only in a negligible

way among di�erent instances of the same chip. Hence, they can be characterized following the
same approach shown in Sect. 2.1.1: using a pair of nodes that can be heated individually, we
compute the variation of signal strength on a large temperature range and derive the slope of
the RSSI curves of transmitter and receiver for a given platform [15]. In the case of the Maxfor
nodes employed in our experiments we derive from Fig. 2.2 α = β = −0.08. We further model
the attenuation of the noise �oor as N = γ∆T (which is typically smaller than R and T ) and
derive γ = −0.05.

Adapting the CCA Threshold at Runtime

Exploiting the above model, we can now adapt the CCA threshold at runtime. Each node
needs to compute if temperature varied signi�cantly enough to cause an attenuation of the
signal strength w.r.t. an initial threshold T

′
CCA. As we mentioned in Sect. 2.1.2, the default

energy detection threshold is typically �xed. However, as nodes are typically uncalibrated and
have radio irregularities, a good practice would be to select T

′
CCA = n

′
f +K, with n

′
f being the

noise �oor of the node, and K a constant de�ned at compile time. If this is the case, T
′
CCA and

n
′
f are typically computed during the start-up phase while the node experiences an on-board

temperature τ . If T
′
CCA is �xed, we assume τ = 25◦C (ambient temperature). The updated

threshold is then computed as TCCA = T
′
CCA + T + R, with T and R being computed using

the di�erence between the current temperature and τ . We apply to the computation of TCCA
a lower bound nf + C (with nf = n

′
f + N) that avoids the selection of CCA thresholds that

are too close to the noise �oor (this would cause the radio to assess the channel as constantly
busy and to continuously wake-up).
Obtaining up-to-date temperature measurements. All that is needed to adapt the threshold is

hence an up-to-date information about the current on-board temperature of the nodes and the
initial temperature τ stored in a 2-byte variable. Almost every o�-the-shelf sensornet platform
comes with an embedded temperature sensor. TelosB-based platforms carry the SHT11, a
digital temperature and humidity sensor. Other platforms do not have a dedicated sensor, but
several micro-controllers such as the MSP430 o�er the possibility to obtain a rough estimate
of the on-board temperature from a built-in temperature sensor using a speci�c input of the
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Figure 2.6: Dynamic adaptation of the CCA threshold based on the temperature measured
locally on the node: TCCA follows the attenuation of the signal, avoiding an inter-
section with the RSSI curve (in contrast with Fig. 2.3(c)).

analog-to-digital converter. By periodically sampling the on-board temperature, a node can
hence compare its current temperature with τ and compute ∆T . It is important to stress that
the temperature sensor should be physically on the board, to get an estimate as close as possible
to the temperature of the radio chip: external sensors measuring air temperature outside the
packaging may not give a su�ciently accurate estimation.
Deriving the on-board temperature of the transmitter. Whilst N and R can be immediately

derived based on the current on-board temperature, to derive T a receiver needs to know the
temperature of the transmitter. This is a fundamental problem, as a receiver does not nec-
essarily know the identity of the sender, and it may actually be recipient of packets sent by
di�erent nodes. A transmitter could piggyback the information about its temperature in the
link-layer acknowledgements, but the latter are often exchanged using the hardware support of
the radio and cannot be modi�ed. Another option consists in assuming T = R: nodes in close
proximity to each other may be experiencing the same temperature. However, this may not
lead to accurate results: although intuitively there is a high likelihood that two nodes deployed
close to each other have similar temperatures, real-world deployments have shown that there
can be high gradients (more than 30◦C) even across spatially close nodes [4, 12] because of
cloud obstructions or shade from trees or buildings in the surroundings.
The information about the transmitter's temperature can be actually derived from the net-
work layer, which by default keeps a neighbour table storing the addresses of the nodes in the
surroundings, and could add an additional entry containing the information about the latest
on-board temperature for each neighbour. This, however, requires a modi�cation of the routing
layer which may not be suitable in some applications. We hence propose two di�erent adapta-
tion mechanisms: one that only adapts TCCA based on local temperature measurements, and
one that exploits a cross-layer approach to derive T .
Local adaptation. A �rst approach adapts TCCA based on local temperature measure-

Copyright © 2014 RELYonIT consortium: all rights reserved page 22



RELYonIT
Dependability for the Internet of Things

Report on
Optimized and Newly Designed Protocols

ments only, i.e., it �xes T = 0 (an alternative would be to select T = R). In this case,
TCCA = T

′
CCA +R, with a lower bound nf +C. We found in our experiments that values of C

lower than two trigger a continuous wake-up of the radio, and we therefore use C = 2dBm in
our implementation. Fig. 2.6 shows the adaptation of the CCA threshold based on the algo-
rithm detailed previously. In this case, we replicate the setup of Sect. 2.1.2 and heat a receiver
node while measuring the strength of the signal in an environment rich of Wi-Fi interference.
If we compare the results with the ones shown in Fig. 2.3(c), we can immediately notice that
the CCA threshold follows the same attenuation as the received signal, avoiding an intersec-
tion between the RSSI curve and TCCA. This shows that the proposed model is su�ciently
accurate to dynamically adapt the CCA threshold to local temperature changes. However, if
the receiver's temperature does not vary signi�cantly and there is a relevant increase of the
on-board temperature, performance may still decrease at high temperatures.
Cross-layer adaptation. To prevent this, we propose an approach that allows the CCA

adaptation mechanism to make more informed decisions by using temperature information
from the neighbours. Our cross-layer adaptation uses existing routing beacons to piggyback
temperature information e�ciently. We implement this by using RPL, the standard IPv6
routing protocol for low-power and lossy networks [64]. Whilst we have chosen RPL because
it is a standard protocol and several open-source implementations exist, we also note that it
would be simple to disseminate the information at the application layer, albeit with a slightly
higher energy cost.
We disseminate the temperature information by piggybacking it on RPL's routing beacons.
RPL sends these beacons to the neighbour nodes with quickly increasing time intervals, as
regulated by the Trickle algorithm [41]. Within the DODAG Information Object (DIO), there
is room to embed a routing metric container object, which holds di�erent parameters and
constraints that are used to take routing decisions. Beside the metric container speci�ed in
the standard, it is possible to use implementation-de�ned metric containers. Hence, we make
each node report its current temperature and maximum temperature through such a metric
container. Once a node receives this information in an incoming routing beacon, it stores it
as an attribute in Contiki's neighbour table, from whence it can be retrieved by the CCA
adaptation module to calculate the maximum temperature in the neighbourhood.

2.1.4 Evaluation

The evaluation of TempMAC is presented in D4.3 and it shows that our approach alleviates
the collision avoidance and wake-up problem in CSMA protocols. TempMAC can reduce the
energy consumption of nodes by up to 71% and increase the packet reception rate by 194%.

2.1.5 Related Work

Several outdoor deployments and experimental studies have highlighted the impact of temper-
ature on the quality of communications in wireless sensor networks. Bannister et al. [3] have
reported that high temperatures can decrease the strength of the wireless signal. Wennerström
et al. [63] have found experimental evidence of this problem on a long-term outdoor deployment.
Boano et al. [9] have shown that the transmission power of communications at low tempera-
tures can be safely decreased without deteriorating the performance of the network, and have
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precisely characterized the attenuation in received signal strength on di�erent platforms [15].
All these works, however, simply report the degradation of the wireless signal as a consequence
of an increase in temperature and do not provide a deeper analysis of what the implications
are on communication protocols when operating a network outdoors.
Keppitiyagama et al. [35] have presented a poster showing that network protocols are a�ected

by temperature and proposed to enhance them with temperature hints. In our earlier work,
we have presented TempLab, a testbed infrastructure to study the impact of temperature on
communication protocols [12], and used it to con�rm the low performance at high temperatures.
In this work, we exploit this testbed infrastructure to analyse why communication protocols are
a�ected and propose how to mitigate the problems by dynamically adapting the CCA threshold
to temperature variations.
Several works have suggested the use of adaptive CCA thresholds to mitigate interference.

Bertocco et al. [45] have provided hints for an optimal threshold selection in the presence of in-
channel additive white Gaussian noise interference. Yuan et al. [68] have proposed to adjust the
CCA threshold in the presence of heavy interference to reduce the amount of discarded packets
due to channel access failures. Xu et al. [67] have designed a mechanism that dynamically
adjusts the CCA threshold to enable concurrent transmissions on adjacent non-orthogonal
channels and achieve high throughput.
Sha et al. [46] have studied the e�ects of the CCA threshold setting in noisy environments,

and shown that interference can increase the number of false wake-ups in low-power-listening
MAC protocols. To remedy this problem, they have proposed AEDP, an adaptive protocol that
adjusts the CCA threshold in response to changes of ETX.While we share the idea that the CCA
threshold cannot be set to an arbitrary value at compile-time, there are considerable di�erences
with our work. First, AEDP is designed to achieve a desired performance in noisy environments
and does not take into account the role of temperature. This may lead to problems, as AEDP
requires an estimate of the noise �oor and of the average RSSI value of all incoming links, which
may change as temperature changes. Second, AEDP does not require a temperature model to
adapt the CCA threshold, but instead requires information of observed interference in recent
packet transmission attempts. In event-based networks, the reliance on ETX values may be a
problem since packet transmissions are sparse.
An alternative approach to mitigate the impact of temperature may consist in increasing

the transmission power at high temperatures, as suggested by the data-sheets of some radio
chips. Although this would lead to an increased energy-consumption, it may simply not be
possible: a node could already be using its highest power level. Furthermore, increasing the
power based on the local temperature would only make the transmitted signal stronger, but
would not solve the attenuation on the receiver side. Hence, our approach based on the signal
strength attenuation modelling is more generic and e�ective.
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3 Protocols Tackling Interference E�ects

3.1 MiCMAC

Wireless Sensor Networks share their radio medium with other ambient technologies, such as
WiFi, Bluetooth, low-power radios (e.g., 802.15.4), or even microwave ovens [2, 10]. Dealing
with such interference is of utmost importance in order to attain the quality of service required
by a given application, in reliability, energy, and latency. In the IEEE 802.15.4 PHY standard,
16 independent channels are provided � some colliding with the WiFi spectrum and others
disjoint from it.
Using multi-channel MAC layers (as the Bluetooth standard does for example) has been long

known as a practical and e�cient way to operate in noisy environments [61]. In addition to
wireless interference, the nature of radio propagation and multi-path fading phenomenon cause
challenging link dynamics that a�ect the signal strength and packet reception rate in relation
to a number of parameters; namely, the used frequency, the shape of the wireless path, the
objects standing/moving in the path and the location of the transceiver [62].
Although many studies showed the potential of multi-channel in 802.15.4 [61, 62], and in spite

of many MAC layers available in the literature, the sensor networking community is struggling
to adopt multi-channel. This is re�ected by the default MAC layers in the two mainstream
operating systems, TinyOS and Contiki, all being single-channel. A possible explanation to
this is that existing solutions are either too complex, require ideal scheduling of transmissions,
or are di�cult to implement and use.
The IEEE 802.15.4-e amendment [1], published in 2012, tackles this issue and proposes a

number of channel hopping solutions. TSCH for example, uses TDMA and channel hopping
and schedules transmissions along two dimensions: time and channel. TSCH is extremely
promising in terms of possible performance and energy gains, but connecting it to upper layers
of the communication stack is non-trivial. For instance, using TSCH in IPv6-based scenarios
raises a number of challenges, that led to the creation of the IETF Working Group 6TiSCH to
tackle this single issue. 802.15.4e also proposes CSL, a low-power listening MAC that performs
channel hopping. Low-power listening MAC layers are interesting in that they require zero
con�guration and emulate always-on links while having the nodes sleep most of the time.
State-of-the art low-power listening solutions such as BoXMAC or ContikiMAC can be easily
deployed in large networks, performing multi-hop routing while sleeping more than 99% of the
time [21].
We argue that extending low-power listening with channel hopping is an e�ective and practi-

cal solution to mitigating interference in low-power, multi-hop networks. To this end, we design
MiCMAC, a channel hopping variant of ContikiMAC. MiCMAC has a design similar to CSL
� both MAC layers were in fact designed simultaneously and along the same principles. Both
are based on low-power listening and have nodes wakeup periodically on di�erent channels.
We implement MiCMAC in Contiki and validate it experimentally in the 97-node testbed
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Indriya [17]. We run a full low-power IPv6 stack including 6LoWPAN and RPL on top of
MiCMAC, demonstrating that our approach is practical and independent from other layers in
the protocol stack. To the best of our knowledge, we present the most thorough experimental
validation of multi-channel low-power listening in WSN.
Our experimental results show that on a noiseless channel MiCMAC achieves high perfor-

mance, close to that of ContikiMAC. We attain end-to-end delivery ratios of 99% while keeping
the radio duty cycle below 1% and the packet latency below 1 second. We compare to an
integrated multi-channel data collection solution, Chrysso [30], and show that MiCMAC (with
RPL) outperforms it in delivery ratio, duty cycle and latency. We also run experiments where
we inject controlled interference to demonstrate the ability of MiCMAC to deal with losses and
continue operating in bursty environments.

3.1.1 Related Work

Multi-channel communication has potential bene�ts for wireless networks that possibly include:
improved resilience against external and internal interference, enhanced reliability, reduced la-
tency, and increased throughput [55]. Moreover, frequency diversity implemented by frequency-
hopping is suggested to mitigate the e�ects of multipath fading [62]. In this section, we review
a selected set of existing low-power multi-channel MAC protocols.
A number of multi-channel solutions for low-power sensor networks focus on the issue of

reducing interference between nodes and improving throughput. However, most of these works
allocate �xed channels to data collection trees [44] or sub-trees [65], a practice that is not only
di�cult to coordinate over multiple hops, but also that does not handle the issue of localized
interference within a network. An exception is the work by Le et al. [40] that allows nodes
to independently switch channels based on observed channel contention. However, the pro-
tocol design features speci�c policies for data aggregation networks alone, as opposed to the
predominant class of data gathering WSNs. Multi-channel protocol such as MC-LMAC [29],
Y-MAC [36], MuChMAC [13] and EM-MAC [58] typically allow nodes to switch channels
independently of one another. MC-LMAC [29], Y-MAC [36] are inherently TDMA-based,
which entails a need for time synchronization between nodes. In contrast, MuChMAC [13] and
EM-MAC [58] facilitate asynchronous channel access with a pseudo-random channel hopping
sequence on every node. Nodes execute a lightweight time synchronization primitive to com-
municate with each other e�ciently. Speci�cally, EM-MAC introduces interesting features such
as channel black-listing, clock-drift estimation and correction. However, these features make
the rendezvous procedure between nodes more di�cult, requiring neighboring nodes to discover
each other before proceeding to broadcast. A noteworthy observation in the aforementioned
works is the lack of a routing solution over multiple channels. Furthermore, in most cases, the
experimental evaluation is restricted to networks comprising less than 20 nodes. In contrast,
large networks of up to 100 nodes are witnessed to increased channel contention and message
collisions, which raises a concern of protocol scalability.
Chrysso [30] is a multi-channel solution that is speci�cally designed for mitigating external

interference in data collection WSNs. Chrysso supposes that the network is formed as a tree
with a sink node, parent nodes and children nodes. Each parent uses two channels for inbound
and outbound communication with children, and decides to hop either of the channels when
the channel quality degrades. Deviating from other related multi-channel protocols, Chrysso
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interfaces to the routing layer with an additional scan procedure that facilitates neighborhood
discovery over multiple channels. The core of Chrysso's functionality comprises a set of channel
switching policies that interface to both the MAC layer (i.e. X-MAC) and the network layer (i.e.
Collect). However, the speci�c allocation of in and out-channels restricts its applicability to
data collection networks alone. In contrast, MiCMAC is suited to general purpose applications
and 6LoWPAN network stack as it does not suppose a structure of any kind for it to operate.
The IEEE 802.15.4e amendment to the original 802.15.4 standard introduces a number of

multi-channel MAC layers, including TSCH and CSL. TSCH (Time Synchronized Channel
Hopping) employs TDMA and channel hopping such that it schedules communications in two
dimensions: time and frequency. TSCH promises high reliability but has the drawback that
it requires schedules to operate. De�ning a schedule that copes with the dynamic nature
of wireless communication and the bursty IP tra�c is a great challenge. In contrast, CSL
follows an unscheduled low-power listening approach. In CSL, nodes periodically wake up to
sense the radio medium and hop the channel in an increasing order every wakeup. Senders
need to send long wakeup strobes before transmitting the actual packet, but they can learn the
receiver wakeup schedule later on from the information included in acknowledgments. MiCMAC
employs a similar overall design with a few exceptions such as that we use the actual data frame
as the wakeup strobe, and we employ pseudo-random channel hopping sequences. Furthermore,
we are not aware of any large-scale evaluation of the CSL MAC (related experiments are limited
to a handful of nodes [5]), while we provide a practical implementation and thorough evaluation
of MiCMAC.

3.1.2 Design of MiCMAC

This section covers the design of MiCMAC, a multi-channel low-power listening MAC for WSNs.
MiCMAC inherits its basic design from ContikiMAC [19] and extends it to for e�cient multi-
channel support.

3.1.3 Overview

Since ContikiMAC proved to be very e�cient in the single-channel case [21, 38], we choose to
inherit its design and integrate channel hopping in it.
We can summarize the steps for communication between two nodes in: (1) medium access;

(2) �nding receiver's wakeup-time and channel; (3) data transmission and acknowledgment; (4)
and dealing with losses/collisions. Moreover, we need to take care of selecting wakeup channels
and maintaining wakeup time and channel for future communication with the same receiver.
Idle nodes, which do not have packets to send, keep their radios o� for most of the time, and

wake up periodically to sense the radio with two short channel clear assessments (CCA) spaced
carefully to avoid falling in the inter-frame period. The wake-up period is constant and shared
by all nodes. Each time a node wakes up to listen, it hops (switches) channel according to a
pseudo-random sequence. When a node detects activity on the channel through CCA, it keeps
the radio on for a longer time trying to receive a potential frame. Only if a frame is received
correctly, the node sends an acknowledgment frame; then, it goes back to sleep.
If a node S has a packet to send to a node R, it needs to know the wake-up time and

channel of R. Assuming that it already has this information for all neighboring nodes (described
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Figure 3.1: MiCMAC Initial Rendezvous (4 Channels). The sender strobes over one available
channel until it receives an acknowledgment, for a maximum of 4 consecutive wakeup
periods. The receiver wakes up periodically to sample the channel with two short
CCA. It hops through all available channels according to its own sequence. In the
�gure, di�erent colors signify the use of di�erent channels, with the exception that
blue means reception.

in more details later), S schedules the packet for sending just before R's expected wake-up,
switches to R's expected channel, samples it to ensure it is clear, sends the packet and waits for
acknowledgment (ACK). If S receives the ACK, it knows that communication was successful;
thus, it updates its information of R's wake-up time and channel and goes back to sleep.
Otherwise, S retries the same steps. After a number of failed retries, S assumes that its
information of R's wake-up time and channel is wrong and needs to be updated.

Frequency Hopping

The choices made in this step a�ect the design of other parts of MiCMAC; speci�cally, channel
rendezvous and broadcast. Each node switches its channel periodically on every wakeup cycle
following a pseudo-random sequence. We generate the pseudo-random channel numbers using
a Linear Congruential Generator (LCG) [37]. We choose this kind of generators because the
sequences they generate are uniformly distributed and they are computationally simple. With
LCG, the pseudo-random sequence X is de�ned as:

Xn+1 = (aXn + c) mod N, n ≥ 0

where N �the modulus� is the total number of available channels, X0 is the seed (0 ≤ X0 < N),
a is the multiplier (0 ≤ a < N), and c is the increment (0 ≤ c < N).
We obtain the actual channel numbers from this sequence by adding the �rst channel to X,

i.e., 11 in the case of IEEE 802.15.4.
The properties of the pseudo-random sequence depend on the chosen parameters: a, c,N .

We select these parameters such that the generated sequences appear random and contain
each possible number in the range exactly once before repeating the whole sequence again (as
described by Knuth [37]). We use this property to our advantage when we want to �nd a
node's wakeup channel. Note that any generated sequence will be of length N . However, we
can combine several of these sequences to generate one longer sequence.
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Figure 3.2: MiCMAC Channel-locked Transmission. The sender anticipates both the phase
and channel of the target node's next wakeup, making the strobing shorter (saves
energy and bandwidth).

We assign each node in the network one sequence which is parametrized with a set of tuples
{< a, c >}, thus, the length of each hopping sequence will be ‖{< a, c >}‖ × N . The choice
to use one short hopping sequence (i.e., of length N) or a long sequence (i.e., formed from a
combination of sequences) a�ects the initial channel rendezvous and broadcasts, as explained
in the next subsection.
We choose to do blind channel hopping because of simplicity in the �rst place; as local

blacklisting would involve some overhead for synchronizing the blacklists among neighbors.
Secondly, previous work has shown that even random blind channel hopping improves network
connectivity, e�ciency and stability when compared to single-channel [61].

Unicast Transmission and Channel-lock Mechanism

Sending unicasts requires a continuous transmission of preambles �which are copies of the data
frame in our case� until the receiver wakes up, receives and acknowledges the frame. To make
this process more e�cient, ContikiMAC has a phase-lock mechanism, where nodes learn their
neighbor's schedule in order to anticipate their wakeup for the next transmission. We extend
ContikiMAC's phase-lock with a channel-lock to anticipate the wakeup channel of the target
node as well.

Initial Rendezvous When communicating with a neighbor for the �rst time, the sender picks
any channel and transmits strobes repeatedly for a maximum of W wakeup periods, where
W = N the number of channels when using hopping sequences of length N , or W = 2N − 1
when using a long hopping sequence. Doing so guarantees that an idle receiver will wake up
exactly once on the channel where the strobing occurs, getting one opportunity to receive and
acknowledge the frame. The sender waits for a short period of time between strobes to allow
the ACK to be received. Figure 3.1 illustrates the initial rendezvous for unicast in the case of
four channels (and with a sequence of length 4).

Phase- and Channel-lock Upon successful unicast reception, the receiver sends an ACK frame
that includes the pseudo-random generator parameters a, c,X0 so that the sender can compute
the next wakeup channels. The sender stores the time and channel of reception of the ACK,
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respectively for phase- and channel-lock. Next time the same pair of nodes communicates,
the sender will (1) calculate the next wakeup time, using unmodi�ed ContikiMAC phase-lock,
and (2) calculate the next wakeup channel, by generating the receiver's next wakeup channel;
taking into account the number of periods elapsed since the last successful unicast. This saves
the sender from the long strobing incurred in initial rendezvous. However, if the transmission
fails for a few subsequent tries, the sender repeats the initial rendezvous. Figure 3.2 illustrates
channel-locked unicast transmissions.

Broadcast Support

In ContikiMAC, broadcasts are supported by transmitting non-acknowledged frames repeatedly
for one wakeup period. This gives the opportunity to every neighbor to receive the frame exactly
once.
To make broadcast transmissions possible in a channel hopping scenario, we devise two

variants of MiCMAC:

MiCMAC We provide basic support for broadcast in MiCMAC by strobing only one of the
possible channels continuously for N times the wakeup period (or 2N −1 in the case of long se-
quences). This is similar to the initial rendezvous for unicasts, but done with non-acknowledged
frames, as illustrated in Figure 3.3. The downside of this design is the increased cost in energy
and increased channel use, especially for large N (many channels used).

MiCMAC-BC We provide an alternative solution where nodes wake up on a dedicated broad-
cast channel at every period, in addition to their baseline wakeup on the unicast pseudo-random
channel. Broadcast transmissions are always done over this channel for a duration of only one
wakeup period, as illustrated in Figure 3.4. The downsides are (1) reduced robustness as all
broadcast occur on the same channel and (2) increased baseline, where two wakeups are needed
instead of one at every period. This design can be extended with channel hopping for the
broadcast channel, where the number of channels used for broadcast would be lower than that
used for unicast, resulting in a trade-o� between MiCMAC and MiCMAC-BC.

Miscellaneous Optimizations

Always-on Nodes In order to reduce reception latency for nodes that are always on (such
as the border-router), we do not use channel- and phase-lock when sending to them. Instead,
these always-on nodes change the channel more frequently (we use a period of 10 ms, which
can accommodate up to two full 802.15.4 frames). Nodes wishing to send to them simply pick
any channel and start transmitting as early as possible if the channel is clear.

Use of Prede�ned Hopping Sequences Instead of calculating the hopping sequences at run-
time, we provide a static table of all sequences used in the network. Each node simply selects
its sequence according to its MAC address.
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Figure 3.3: MiCMAC Broadcast (4 Channels). The sender strobes over one channel for exactly
4 wakeup periods without expecting acknowledgments.

Use of Short Hopping Sequences Using short hopping sequences (of size N , instead of long
sequences formed of several short ones), relieves the receiver from including the channel index
in ACK frames. The sender identi�es the receiver's sequence uniquely, based on the receiver's
MAC address. It can then infer the channel index by searching for the current send channel in
the receiver's sequence, since each sequence contains every possible channel exactly once.

3.2 JAG

Wireless low-power transceivers used in sensor networks typically operate in unlicensed fre-
quency bands that are subject to external radio interference caused by devices transmitting
at much higher power. Communication protocols should therefore be designed to be robust
against such interference. A critical building block of many protocols at all layers is agreement
on a piece of information among a set of nodes. At the MAC layer, nodes may need to agree
on a new time slot or frequency channel; at the application layer nodes may need to agree on
handing over a leader role from one node to another. Message loss caused by interference may
break agreement in two di�erent ways: none of the nodes uses the new information (time slot,
channel, leader) and sticks with the previous assignment, or � even worse � some nodes use the
new information and some do not. This may lead to reduced performance or failures.
We investigate the problem of agreement under external radio interference and point out the

limitations of traditional message-based approaches. We propose JAG, a novel protocol that
uses jamming instead of message transmissions to make sure that two neighbouring nodes agree,
and show that it outperforms message-based approaches in terms of agreement probability,
energy consumption, and time-to-completion. We further show that JAG can be used to obtain
performance guarantees and meet the requirements of applications with real-time constraints.
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Figure 3.4: MiCMAC-BC Broadcast (4 Channels). The sender strobes over a dedicated broad-
cast channel for only one wakeup period. Receivers check both their current unicast
and the broadcast channel at every wakeup.

3.2.1 Introduction

Wireless sensor nodes often need to agree on fundamental pieces of information that can dras-
tically a�ect the performance of the entire network. For example, sensor nodes may need to
agree on handing over a leader role from one node to another. An agreement failure would
break the leader election, leading to a situation in which either more than one node becomes
leader, or no leader is selected, causing reduced performance or failures in the network [57].
Similarly, at the MAC layer, several state-of-the-art protocols use time division multiple access
(TDMA) or frequency diversity techniques to optimize their performance, in order to maximize
network lifetime and minimize battery depletion. In such protocols, vital information such as
the TDMA schedule, the channel-hopping sequence derived by interference-aware protocols,
or the seed used to regulate the random channel hopping, need to be agreed upon by two or
more sensor nodes in a reliable fashion. Failure to agree on such information correctly (e.g.,
nodes using inconsistent TDMA schedules) may disrupt network connectivity or substantially
degrade performance.
When sharing information using an unreliable medium (such as wireless), no delivery guar-

antee can be given on the messages that are sent. Akkoyunlu et al. [22] have shown that, in
an arbitrary distributed facility, it is impossible to provide the so called complete status, i.e.,
one cannot guarantee that two distributed parties know the ultimate fate of a transaction and
whether they are in agreement with each other.
The problem is further exacerbated in the presence of external interference: the low-power

transmissions of wireless sensor networks are highly vulnerable to interference caused by radio
signals generated by devices operating in the same frequency range. Several studies have
highlighted the increasing congestion of the unregulated ISM bands used by wireless sensor
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networks to communicate, especially the 2.4 GHz band [70]. Sensornets operating on such
frequencies must cope with simultaneous communications of WLAN and Bluetooth devices,
as well as with the electromagnetic noise generated by domestic appliances such as microwave
ovens, video-capture devices, or baby monitors.
As a result, wireless sensor nodes often communicate through interfered channels that have

low chances of successfully delivering a packet. Hence, it is important to derive reliable tech-
niques to ensure agreement even in the presence of interference, and make sure that they are
e�cient enough to meet the limited computational capabilities and energy resources of sensor
nodes.
In this work, we design, implement, and evaluate JAG, a simple yet e�cient agreement pro-

tocol for wireless sensor networks exposed to external interference. JAG introduces a jamming
sequence as the last step of a packet handshake between two nodes to inform about the correct
reception of a message carrying the information to be agreed upon. The key insight behind
this approach is that detecting a jamming sequence in the presence of external interference is
more reliable than using acknowledgement (ACK) packets to verify whether the information
was successfully shared.
In environments that experience high levels of external interference, the probability of suc-

cessfully transmitting a sequence of packets and completing an handshake is small, even when
using short ACK packets. Despite the minimal amount of information they carry, acknowledge-
ments are embedded into IEEE 802.15.4 frames, and hence can be destroyed if any of the bits
in the header, payload, or footer is corrupted by interference. Performance can be improved by
means of redundancy (i.e., by sending multiple ACK packets), but this results in a signi�cantly
higher energy expenditure and latency, which is undesirable when using resource-constrained
wireless sensor nodes.
Using JAG, instead, one can minimize the energy expenditure and provide agreement guar-

antees under weaker and more realistic assumptions about the underlying interference pattern
compared to message-based approaches. By appropriately tuning the length of the jamming
sequence, one can parametrize JAG to obtain predictable performance and to guarantee agree-
ment in a �nite amount of time, even in the presence of external interference: a perfect �t for
applications with timeliness requirements. We focus on the unicast case (agreement between
two neighbouring nodes) and show that JAG outperforms traditional packet-based agreement
protocols in the presence of interference with respect to agreement probability, energy con-
sumption, and time-to-completion.
JAG is intended as a building block to construct protocols at di�erent layers of the protocol

stack. It could be embedded into a MAC protocol to agree on time slots or frequency channels
as discussed in Sect. 3.2.6, at the transport level to agree on connection establishment or tear-
down, or at the application level to agree on handover of a leader role.
Our description of JAG proceeds as follows. First we de�ne the agreement problem in wireless

sensor networks challenged by external radio interference. Then we convey our main idea: using
jamming as a binary signal for acknowledging the reception of packets. Thereafter, in Sect. 3.2.4,
we illustrate JAG, a protocol for reliable agreement under external radio interference. We
experimentally evaluate the performance of JAG under interference in Sect. 3.2.5, and after
discussing the integration of JAG into existing sensornet MAC protocols in Sect. 3.2.6, we
review related work in Sect. 3.2.7.
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Figure 3.5: n-way handshake between nodes S and R.

Figure 3.6: Enhanced n-way handshake between nodes S and R using redundancy: the last
ACK message is transmitted k times.

3.2.2 Problem Description

Agreeing on a given piece of information is a classical coordination problem in distributed
computing. The Two Generals' Agreement Problem, formulated by Jim Gray to illustrate the
two-phase commit protocol in distributed database systems [25], is often used to explain the
challenges when attempting to coordinate an action by communicating over a faulty channel,
and can be described as follows.
Two battalions are encamped near a city, ready to launch the �nal attack. Because of the

redoubtable forti�cations, the attack must be carried out by both battallions at the same time
in order to succeed. Hence, the generals of the two armies need to agree on the time of the
attack, and their only way to communicate is to send messengers through the valley. The latter
is occupied by the city's defenders, and a messenger can be captured and its message lost,
i.e., the communication channel is unreliable. Since each general must be aware that the other
general has agreed on the attack plan, messengers are used also to exchange acknowledgements.
However, because the acknowledgement of a message receipt can be lost as easily as the original
message, a potentially in�nite series of messages is required to reach an agreement1.

Agreement in Wireless Networks

In the context of wireless communications, the problem can be rephrased as follows. When two
nodes, S and R, need to agree on a common value V , they exchange a sequence of n messages in
an alternating manner (Fig. 3.5). Node S is the initiator of the exchange. After the transmission

1 A di�erent problem that we are not addressing in this work is how to guarantee the identity of the sender of
the message, as well as how to cope with misbehaving parties.
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of V , each subsequent message acknowledges the receipt of the previous message, i.e., a node
sends message i > 1 only if it correctly received message i−1. Each node uses a simple rule to
determine the success of the exchange: if all expected messages are received, the exchange is
deemed successful, otherwise the exchange is deemed unsuccessful.
The scenario described above corresponds to an n-way handshake between nodes S and R,

where n is the number of packets exchanged. The n-way handshake is a widely used mechanism
in communication networks. For example, TCP employs a 3-way handshake (n=3) to establish
connections over the network, whereas IEEE 802.11i (WPA2) uses a 4-way handshake (n= 4)
to carry out the key exchange.
An n-way handshake can have three possible outcomes:

1. Positive Agreement. The n messages are all received correctly, and both nodes deem
the exchange as successful, accepting V .

2. Negative Agreement. A message m with m < n, i.e., a message prior to the last
message n, is lost. None of the nodes receives all the expected messages, hence both
nodes deem the exchange as unsuccessful, discarding V .

3. Disagreement. The last message n is lost. One of the two nodes receives all the
expected messages, deems the exchange as successful and accepts V ; whereas the second
node misses the last message and therefore deems the exchange as unsuccessful, rejecting
V .

In the original two generals' scenario, a positive agreement would lead to a simultaneous
attack of the city by both battalions and a consequent victory, a negative agreement would cause
both battalions to stall, while a disagreement would trigger the attack of only one battalion
and a consequent defeat of the attacking forces.
While disagreements are potentially fatal, negative agreements are often less severe. For

example, if the shared value contains the next channel to be used for communication, two nodes
are better o� staying in the same lossy channel, rather than having only one of them move to a
di�erent frequency. The probability of negative agreements should, however, be minimized, as
it may lead to reduced performance. Hence, an agreement protocol should strive to minimize
disagreement as a �rst priority, maximize positive agreements as a second (almost equally high)
priority, and minimize negative agreements as a third (substantially lower) priority. A metric
to measure the quality of an agreement protocol (whose value should be minimized) is therefore
the DPA ratio of the probability of disagreements over the probability of positive agreements.

The importance of the last message

It is important to emphasize that, in an n-way handshake, disagreements only occur if the last
message is lost. Hence, depending on the application, it may be desirable to devote extra-
resources to increase the successful delivery of the last packet by means of redundant packet
transmissions (i.e., repeating a message several times and assuming successful transmission if
at least one copy is received).
A possibility is to employ a n-way handshake in which the last packet is repeated k times,

as shown in Fig. 3.6. Using this approach, the �nal outcome of the handshake is strongly
dependent on the link quality, on the length n of the n-way handshake, and on the redundancy
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Figure 3.7: Distribution of the probabilities of positive agreement and disagreement of the n-
way handshake shown in Fig. 3.5 as a function of the probability of successful packet
transmission p and length of the handshake n.

factor k. Letting p represent the probability that a generic message is successfully received
(assuming that p remains constant over time and that it is independent for each packet), and
q = 1−(1−p)k the probability of successfully receiving at least one of the k redundant packets,
we obtain:

Prob(PositiveAgreement) = pn−1q

Prob(NegativeAgreement) = 1− pn−1

Prob(Disagreement) = pn−1(1− q)

These equations show that in order to maximize the frequency of positive agreements and, at
the same time, minimize the frequency of disagreements, we need to maximize the link quality p
and maximize the level of redundancy k. The choice of a suitable n becomes a catch-22 dilemma
in the presence of unreliable links, as illustrated in Fig. 3.7: long n-way handshakes minimize
the probability of disagreement, but also the probability of positive agreement, whereas short
n-way handshakes maximize the probability of positive agreement, but also the chances of
disagreement.

Agreement in Sensor Networks Challenged by External Interference

In the context of wireless sensor networks, minimizing the amount of exchanged packets is
mandatory because of the limited energy resources available, i.e., sensor nodes need to minimize
the time during which the radio is active as much as possible. Therefore, the use of redundant
packet transmissions and long handshakes is not advisable, as it would increase the energy
consumption.
Another aspect is the channel quality a�ecting p. Wireless sensor nodes operate in the unli-

censed ISM radio bands, and often use a very low transmission power, which makes them vul-
nerable to external interference. Any wireless appliance operating in the same frequency range
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Figure 3.8: RSSI values measured using o�-the-shelf wireless sensor nodes operating in the 2.4
GHz ISM band. Please notice the di�erent scale of the x-axis.

of sensornets can potentially interfere with their communications and decrease the probability
of a successful packet exchange p. In the 2.4 GHz ISM band, for example, Wi-Fi and Bluetooth
networks, as well as domestic appliances such as microwave ovens, can create noise levels that
overwhelm the interference resistance capabilities of DSSS radios and radically decrease the
packet reception rate [50, 70]. Hence, we need to investigate ways to encode transmissions such
that their success probability p is maximized despite interfered channels.

Analysis of Common Interference Sources

In order to understand the impact of external interference on the probability of successful
transmission p in wireless sensor networks communications, we study the interference patterns
produced by common devices operating in the 2.4 GHz ISM band. Using Sentilla Tmote
Sky nodes employing a CC2420 radio, we perform a high-speed sampling of the RSSI register
(≈ 50 kHz as in [6]). We call this operation fast RSSI sampling over a time window tsamp.
Fig. 3.8 shows the outcome of fast RSSI sampling in the presence of sensornet communications
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and external interference.
Absence of external interference. When neither interference nor IEEE 802.15.4 com-

munications are present, the fast RSSI sampling returns the so called RSSI noise �oor. The
latter has typically values in the proximity of the radio sensitivity threshold (e.g., in the range
[−100,−94] dBm for the CC2420 radio). In the presence of IEEE 802.15.4 communications,
the fast RSSI sampling returns a stable value corresponding to the strength and the length
of the transmitted packet (Fig. 3.8(a)). As packets have a constrained maximum payload size
of 127 bytes according to the 802.15.4 PHY standard, a packet transmission at 250 Kbit/sec
would not last more than 4.3 ms.
Presence of external interference. When other devices operating in the same frequency

band of wireless sensor networks are active, bursts of interference signals (busy periods) alternate
with instants in which the channel is clear (idle periods). The strength of the interference signals
and the duration of idle and busy periods depend on the interfering source and on the speci�c
context. For example, the interference patterns generated by Wi-Fi transmissions depend on the
number of active users and their activities, as well as on the tra�c conditions in the backbone.
Wi-Fi transmissions are typically much stronger than sensornet transmissions, and can a�ect

several IEEE 802.15.4 channels at the same time. Hauer et al. [27, 28] have shown that with a
su�ciently high sampling rate, one can identify the short instants in which the radio medium
is idle due to the Inter-Frame Spaces (IFS) between 802.11 b/g packets. Fig. 3.8(b) shows the
outcome of fast RSSI sampling in the presence of heavy Wi-Fi interference (caused by a �le
transfer): it is indeed possible to identify RSSI values matching the radio sensitivity threshold
between consecutive Wi-Fi transmissions.
Fig. 3.8(c) shows an example of interference generated by Bluetooth. The latter uses an Adap-

tive Frequency Hopping mechanism to combat interference, and hops among 1-MHz channels
around 1600 times/sec., hence it remains in a channel for at most 625 µs. Since Bluetooth
channels are more narrow than the ones de�ned by the 802.15.4 standard, it may happen that
communication in multiple adjacent Bluetooth channels a�ects a single 802.15.4 channel.
Fig. 3.8(d) shows an example of the interference pattern caused by microwave ovens: high-

power noise (≈ 60 dBm) is emitted in the 2.4 GHz frequency band in a very periodic fashion.
The period mostly depends on the power grid frequency, but can also slightly vary depending
on the oven model. Works in the literature report a power cycle of roughly 20 ms (at 50 Hz)
or 16 ms (at 60 Hz) with an active period of at most 50% of the power cycle [6, 34].

The Role of Idle Periods

In the presence of external interference, n-way handshakes need to take advantage of idle
periods. In principle, the longer the idle period and the shorter the handshake, the higher the
likelihood of obtaining positive agreements. However, the interplay between idle periods and n-
way handshakes is complex because of the particular patterns of each interfering source. Some
devices, such as microwave ovens, generate periodic interference patterns with relatively long
idle periods (Fig. 3.8(d)), while others, such as Wi-Fi stations, generate interference patterns
with short idle periods of a highly variable length (Fig. 3.8(b)).
Having short idle periods reduces the probability of successfully completing a handshake,

and this is especially critical in the presence of heavy Wi-Fi interference. Fig. 3.9 shows the
cumulative distribution function (CDF) of idle and busy periods measured by a Maxfor MTM-
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CM5000MSP node in the presence of a laptop continuously downloading a �le from a nearby
access point. A channel is de�ned as busy if the RSSI is higher or equal than a con�gurable
threshold Rthr and idle otherwise. In such a scenario, the probability of having an idle period
longer than 2 ms is smaller than 5%. Therefore, there is only a little chance that a message-
based handshake successfully completes within an idle period. In order to escape interference,
one would need to use short messages and send them as close as possible to each other, in order
to increase the chances of �tting into an idle period.
O�-the-shelf IEEE 802.15.4-compliant radios such as the CC2420 o�er the ability to auto-

matically generate and send ACKs for data frames in hardware. The advantage of hardware
acknowledgements is a signi�cant reduction of latency compared to solutions in which the ACK
is generated via software [53]. However, hardware ACKs cannot be used to carry out a complete
n-way handshake (with n > 2), since they cannot be used in reply to another hardware ACK.
Imagine a node S starting a handshake by sending a message to R. The latter can reply with
a hardware ACK, but S will have to receive and extract the packet, analyse its validity, as well
as to prepare a new ACK frame, load it into the bu�er, and send it over-the-air2. This may
cause long latencies that break the agreement in the presence of short idle periods.
Furthermore, it is also highly ine�cient to encode the binary information carried by an ACK

message inside an IEEE 802.15.4 frame, especially in the presence of interference. Despite the
payload contains only a single ACK bit, the whole packet consists of synchronization preamble
and a physical header (4-bytes preamble, 1-byte Start of Frame Delimiter (SFD), 1-byte length
�eld), as well as a MAC header and footer (2-bytes frame control, 1-byte sequence number,
4-20-bytes address, 2-bytes Frame Check Sequence (FCS)). If any of the bits in the headers and
preamble is corrupted by interference, the packet may become undecodable [32, 43].
Therefore, instead of encoding the last ACK as packet transmission, we propose to encode

it by means of jamming, where the presence of a jamming sequence signals the receipt of
the previous message. The key advantage of this approach is that jamming, as generated by
o�-the-shelf wireless sensor nodes, can be reliably detected even under interference.

3.2.3 Jamming as Binary ACK Signal

We propose to encode the last acknowledgement of a n-way handshake by means of jamming

(i.e., transmission of a carrier signal), where the presence of a jamming sequence signals the
receipt of the previous message. The key advantage of this approach is that precisely timed
jamming signals can be generated using o�-the-shelf wireless sensor nodes and can be reliably
detected even under heavy interference.

Generating a Jamming Sequence

In a recent study, we showed that o�-the-shelf radios can be used to generate controllable and
repeatable jamming signals in speci�c IEEE 802.15.4 channels by transmitting a modulated or
unmodulated carrier signal that is stable over time [6, 8]. This approach is superior to packet-
based jamming, as the generated signal is independent of both packet sizes and inter-packet
times. We hence generate precisely timed jamming signals by con�guring the MDMCTRL1

2In case a train of k redundant software ACKs is sent, the packet can be loaded into the bu�er once and sent
repeatedly.
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Figure 3.9: Cumulative distribution function (CDF) of idle and busy periods measured by a
Maxfor MTM-CM5000MSP node in the presence of a laptop continuously down-
loading a �le from a nearby access point.

register, so that the CC2420 radio outputs a continuous modulated carrier signal. The detection
of the latter is based on high-frequency RSSI sampling, as discussed next.

Detecting a Jamming Sequence

Common radio chips o�er the possibility to read the RSSI in absence of packet transmissions.
Several researchers have shown that it is a useful way to assess the noise and the level of
interference in the environment [27, 50, 52]. RSSI readings close to the sensitivity threshold of
the radio indicate absence of interference, whereas values above this threshold identify a packet
transmission, or a busy/congested medium (see Fig. 3.8).
Hence, we use the fast RSSI sampling mechanism mentioned in Sect. 3.2.2 to detect the pres-

ence or absence of a jamming signal generated by a sensor node. A jamming sequence generated
using the method described in Sect. 3.2.3 results in a stable RSSI value above the sensitivity
threshold of the radio, as shown in Fig. 3.10(a). Therefore, one can detect if a jamming signal
was transmitted by making sure that no RSSI sample falls down to the sensitivity threshold of
the radio.
In the presence of additional external interference, the RSSI register will return the maximum

of the jamming signal and the interference signal due to the co-channel rejection properties of
the radio [6]. Fig. 3.10(b) illustrates this for a jamming signal sent in the presence of Wi-Fi
interference. As we have shown in Sect. 3.2.2, typical interference sources � in contrast to our
jamming signal � do not produce continuous interference for long periods of time, rather they
alternate between short idle and busy periods. That is, if the jamming signal lasts longer than
the longest busy period of the interference signal, we are unequivocally able to detect the absence
of the jamming signal by checking if any of the RSSI samples equals the sensitivity threshold
of the radio. We exploit this property to design JAG, a protocol for reliable agreement under
external interference.
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Figure 3.10: RSSI values measured by a Maxfor MTM-CM5000MSP node during the transmis-
sion of a jamming sequence in absence of interference (a), and in the presence of
external Wi-Fi interference (b).

Identi�cation of the Interfering Source

While a jamming signal can encode the binary acknowledgement information, it cannot encode
the identities of sender and receiver as a regular packet would. When carrying out a hand-
shake, however, these identities are already included in the message V to be acknowledged,
and therefore are implicitly known to the two nodes, as long as the communication channel
remains allocated exclusively for the whole duration of an exchange. In this way, intra-network
interference is avoided, and a jamming sequence acknowledging the reception of V can be iden-
ti�ed reliably by means of an RSSI threshold, as we discuss in Sect. 3.2.4. Any protocol that
embeds JAG as a building block for agreement needs to meet this requirement. At the MAC
layer, RTS/CTS can be used to allocate the channel in CSMA protocols, whereas in TDMA
protocols the timeslots must be long enough to complete an exchange.

3.2.4 JAG: Reliable Agreement under Interference

We call JAG (Jamming-based AGreement) the three-way handshake in which the last ACK is
sent in the form of a jamming signal as shown in Fig. 3.11. The choice of three-way handshakes
(as opposed to two-way) is motivated by two facts. First, a three-way handshake increases the
reliability of identifying the jamming signal because it provides a reference RSSI value (this will
be explained in more detail in Sect. 3.2.4). Second, three-way handshakes avoid disagreements
due to asymmetric links: for instance, if S has a link with R but the reverse link is not present,
a two-way handshake would always lead to disagreements, since R is not able to con�rm the
reception of V .
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Figure 3.11: Illustration of JAG: the last acknowledgement of the 3-way handshake between
nodes S and R is sent in the form of a jamming signal.

Protocol Design

The protocol proceeds as follows. S initiates the exchange and sends the information V towards
a receiver R. If V is successfully received, R saves the signal strength rs of the received
packet and sends an ACK message back to S. We can send either hardware or software
acknowledgements: in the remainderwe assume that hardware ACKs are available. If S receives
the acknowledgement, it transmits a jamming signal for a period tjam. Meanwhile, R carries
out a fast RSSI sampling for a period tsamp ≤ tjam that is synchronized in such a way that
the fast RSSI sampling is carried out while the jamming signal is on the air. The message V
is used as the synchronization signal: given that clock drift is not too high at timescales of a
few milliseconds, it is su�cient to include a short safety margin to compensate for drift (more
details in Sect. 3.2.4). For simplicity, we assume tjam = tsamp.
If R detects the presence of the jamming signal, it deems the exchange as successful; oth-

erwise, V is discarded. S deems the exchange as successful if the ACK is received within a
short timeout period, otherwise the jamming sequence is not generated and the handshake
immediately terminated.
After the reception of V , node R carries out a fast RSSI sampling as described in Sect. 3.2.3

to detect the absence or the presence of the jamming sequence transmitted by S. The method to
detect the jamming signal is simple: if a jamming sequence is sent, all RSSI samples should be
above rnoise, with the latter being the RSSI noise �oor threshold of the radio. Hence, if during
tsamp we observe at least one RSSI sample with a value comparable to rnoise, we conclude that
the jamming sequence was not transmitted.
This process can be described as follows. Denoting {x1, x2, . . . , xn} as the sequence of RSSI

values sampled during tsamp, we de�ne the binary sequence {X1, X2, . . . , Xn} as follows: if
xi ≤ rnoise, then Xi = 1, else Xi = 0. R makes a decision about the presence of the jamming
sequence as follows: if

∑n
i=1Xi = 0, then S was transmitting a jamming signal and hence V is

accepted; otherwise, V is discarded.
Using this algorithm, JAG would operate correctly and would be able to recognize the pres-
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ence or absence of a jamming signal reliably. However, we can enhance its performance signif-
icantly by exploiting the knowledge of the received signal strength rs of the packet containing
V .

The Role of rs

Under the hypothesis that the jamming signal has a reasonably similar signal strength to rs
(RSSI does not change signi�cantly between consecutive transmissions spaced by only a few
milliseconds), R can �lter out any interference source weaker (i.e., resulting in an RSSI range
smaller) than (rs − ∆r), with ∆r being a tolerance margin to compensate for the inaccuracy
of low-power radios and the instability of the RSSI readings. This allows to shorten tjam and
achieve a higher energy-e�ciency: as we can see in Fig. 3.9(b), the higher Rthr, the shorter the
duration of busy periods.
Hence, if (rs −∆r) > rnoise, JAG's algorithm is executed as follows: if xi < (rs −∆r), then

Xi = 1, else Xi = 0. R still makes a decision about the presence of the jamming sequence in
the following way: if

∑n
i=1Xi = 0, then S was jamming and hence V is accepted; otherwise,

V is discarded.
Furthermore, rs also increases the reliability of fast RSSI sampling. The maximum distance

over which a packet can be successfully received and decoded is shorter than the distance over
which a jamming signal can be captured. This may lead to confusion in a scenario in which two
nodes that cannot communicate with each other are allocated the same time slot in a TDMA
protocol and transmit a message concurrently. By using a threshold rs, we make sure that a
receiver R is in the communication range of S, and therefore rs cannot be achieved by any
other node transmitting simultaneously.

The Role of tjam

The length of the jamming sequence tjam can be tuned in order to provide probabilistic guaran-
tees on the fraction of disagreements. Denoting tmaxbusy as the maximum busy period that can be
encountered in the presence of interference, we can guarantee that S and R will agree on V by
setting tjam > tmaxbusy. In such a case, an idle period will surely be encountered during tsamp, and
the absence of a jamming sequence unequivocally detected, as discussed in Sect. 3.2.3. Hence,
the most pernicious outcomes (disagreements) are eliminated, and only positive or negative
agreements can occur.
In some scenarios, however, one may need to know the outcome of the agreement process

before tmaxbusy. In these cases, where tjam ≤ tmaxbusy, disagreements may occur. For these type of
scenarios, given tjam, we derive an upper bound for the probability of obtaining disagreements.
In this way, a user with stringent real-time constraints can assess if the fraction of disagreements
is within the limits permitted by the QoS requirements of the application.

JAG Implementation

We implement JAG on Maxfor MTM-CM5000MSP and Sentilla Tmote Sky nodes. Our imple-
mentation, based on Contiki [20], uses two main building blocks: the generation of a jamming
sequence and the high-frequency RSSI sampling. The former uses the CC2420 transmit test
modes as described in Sect. 3.2.3. The latter is implemented as in our previous work [6], so
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Figure 3.12: Alignment between tsamp and tjam: RSSI readings obtained during tRST and tε
are discarded to compensate for synchronization inaccuracies.

that we roughly obtain one RSSI sample every 20 µs. Although a sampling rate of 50 kHz does
not capture the transmissions from all wireless devices operating in the same frequency band
of sensor networks (e.g., IEEE 802.11n devices), it is still enough to identify most of the idle
periods that occur between Wi-Fi transmissions and hence to distinguish the jamming sequence
from external interference.
For all our experiments we use NULLMAC, a MAC layer that just forwards packets to

the upper or lower protocol layer and does not perform any duty cycling, but reports the
presence of hardware acknowledgements. We chose NULLMAC in order to obtain results that
are independent of speci�c MAC features and parameters. To ensure that the execution time
of the entire handshake is bounded and independent of clear channel assessment (CCA) back-
o� times, we do not postpone transmissions until the channel becomes clear. Instead, we
carry out a single clear channel assessment before sending V : if the channel is found busy, the
transmission is cancelled. This is an optimization, as sending V despite the busy channel would
result in a negative agreement (V would be lost).
To ensure alignment between jamming tjam and sampling tsamp, we implement a simple

synchronization mechanism. S and R synchronize their operations based on the reception
of V : the transmission or reception of the Start of Frame Delimiter (SFD) is used as the
synchronization signal. Although at timescales of a few milliseconds clock drift is minimal, the
beginning of tsamp may not be aligned with the beginning of the jamming sequence because
of the time required for RSSI to settle. The RSSI of the CC2420 radio is indeed an average
of the last 8 bit symbols [6] and hence one needs to wait for the RSSI to stabilize (this takes
≈ tRST = 128µs) before being able to measure rs (see Fig. 3.12). Since RSSI readings are
not instantaneous and their duration may slightly di�er among di�erent nodes, we introduce a
safety margin tε during which the RSSI readings are discarded: this allows us to compensate
for possible synchronization inaccuracies. The actual length of tjam must therefore be increased
by 2 · (tRST + tε) to make sure that tsamp is correctly aligned.
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Figure 3.13: Performance of a packet-based n-way handshake under di�erent types of
interference.
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Figure 3.14: Performance of 2-MAG (2-way handshake in which the last acknowledgement
packet is sent k times) under di�erent types of interference. The longer tout,
the lower the amount of disagreements in favour of positive agreements, at a price
of an increased energy consumption.

3.2.5 Experimental Evaluation

Experimental Setup

We carry out our experiments in two small-scale sensornet testbeds with USB-powered sensor
nodes. The �rst testbed consists of 15 MTM-CM5000MSP nodes deployed in an o�ce environ-
ment, whereas the second testbed uses the same type of sensor nodes deployed in a residential
building. We use our �rst testbed to evaluate the performance of several agreement protocols
under di�erent types of interference. To this end, we use JamLab [6], a tool for controlled and
realistic interference generation in speci�c IEEE 802.15.4 channels. We con�gure JamLab to
emulate a continuous �le transfer produced by either Bluetooth or Wi-Fi devices in speci�c
IEEE 802.15.4 channels. We further carry out experiments in the presence of a Wi-Fi inter-
ference generated by a laptop continuously downloading a �le from a nearby access point. We
validate our �rst set of results using a second testbed deployed in residential buildings sur-
rounded by Wi-Fi stations: we run di�erent agreement protocols for several days and compare
their performance over time.
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In our experiments, we use several pairs of nodes S and R. Node S always initiates the
handshake, and transmits a data packet composed of a 6-byte payload containing the informa-
tion to be agreed upon V and the transmission power used TP . For each handshake (which is
initiated after a random interval in the order of hundreds of milliseconds), we select a random
transmission power between -25 dBm and 0 dBm in order to create di�erent types of links. R
replies to the packet using TP , i.e., the same transmission power used by S. Hardware ACKs
are enabled by default, and nodes remain on the same channel during the whole duration of
the experiment, in which we perform several hundred thousand handshakes.

Packet-based n-way handshake

We �rstly analyse the performance of the packet-based n-way handshake shown in Fig. 3.5
(redundancy factor k = 1) under di�erent interference patterns. In our implementation, every
packet fromR to S is sent using the hardware ACK support, so to minimize the latency between
the reception of the previous packet and the dispatch of the following one.
Fig. 3.13 shows the percentage of positive/negative agreements and disagreements obtained

under di�erent interference patterns. The values are computed as an average over all trans-
mission power values TP used in our experiments, excluding the ones leading to asymmetric
links.
Fig. 3.13(a) depicts the performance of the protocol under JamLab's emulated Bluetooth �le

transfer. As discussed in Sect. 3.2.2, the longer the handshake, the smaller the amount of dis-
agreements and positive agreements. Hence, the DPA ratio does not decrease when increasing
the length of the handshake n. The alternating performance of the DPA ratio is caused by
the interchange between software and hardware ACKs: the former require a higher latency to
be transmitted, and hence o�er a worse performance with respect to the latter. Fig. 3.13(b)
and 3.13(c) show the performance of the n-way handshake protocol under JamLab's emulated
Wi-Fi transfer and under Wi-Fi interference generated by a continuously active laptop, respec-
tively. As the interference becomes heavier, the amount of positive agreements and the amount
of disagreements drastically decrease after few iterations, hence the DPA ratio does not improve
signi�cantly. Our experiments therefore con�rm our observations in Sect. 3.2.2: packet-based
n-way handshakes are not optimal under external interference.

2-MAG: 2-way handshake enhanced with redundancy

To minimize the DPA ratio, we introduce redundancy of the last ACK packet as discussed in
Sect. 3.2.2, and we analyse the performance of a 2-way handshake in which the last ACK packet
is sent k times, as illustrated in Fig. 3.6. For simplicity,we will refer to this protocol as 2-MAG
(2-way handshake Message-based AGreement).
Given the structure of JAG, a more fair comparison would involve a 3-way handshake

message-based agreement protocol in which the last packet is sent k times. The choice of
a 2-way handshake is driven by the results obtained in Fig. 3.13: a low n minimizes the prob-
ability of negative agreements, and therefore there are higher chances that 2-MAG sustains
more positive agreements and outperforms JAG thanks to its redundant transmissions. We
make sure to carry out a fair comparison by eliminating asymmetric links that would always
lead to disagreements when using a two-way handshake.
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Figure 3.15: Compared to the 2-way handshake in which the last acknowledgment packet is sent
k times, JAG performs better independent of the interfering source, as it reduces
the duration of the handshake required to minimize the amount of disagreements.

In our implementation, hardware ACKs are enabled, i.e., the �rst ACK packet sent from
R to S has a short and �xed-delay latency. Every other ACK packet will be generated via
software by pre-loading the ACK into the radio bu�er and by repeatedly sending its content
k times. Please note that the preparation of the software ACK is time-critical, as one need to
extract and analyse V before creating the ACK and loading it into the radio bu�er.
In order for S to consider V as successfully exchanged, it is su�cient to receive one ACK

packet within a maximum waiting time tout. Clearly, the longer tout, the higher the likelihood
that at least one ACK packet will be correctly decoded and the better 2-MAG will perform (at
the price of an increased energy consumption). Hence, we compute tout as the maximum time
in which node S waits for a valid ACK packet from R.
Fig. 3.14 shows the percentage of positive and negative agreements as well as disagreements

obtained in the presence of interference using 2-MAG as a function of tout. As expected, the
longer tout, the lower the amount of disagreements in favour of positive agreements. As this
minimizes the DPA ratio, 2-MAG outperforms a generic n-way handshake without redundancy
in the presence of external interference.

JAG: Jamming-based AGreement

We now evaluate the performance of JAG and compare it against 2-MAG. In particular, we are
interested in comparing how the percentage of positive/negative agreements and disagreement
change when we increase the duration of the handshake. Intuitively, the longer tout for 2-MAG
and the longer tjam for JAG, the better the performance. However, it is important to see their
distribution to study the protocols' energy-e�ciency and their DPA ratio under interference.
Fig. 3.15 shows the results: JAG sustains a signi�cantly lower amount of disagreements

compared to 2-MAG already for small values of tjam. For example, 2-MAG requires more
than 7.5 ms to obtain less than 1% disagreement under Bluetooth interference, whereas JAG
achieves this amount with a tjam ≤ 250µs.
Even though 2-MAG has a high number of positive agreements, it requires signi�cantly higher

values of tout to reduce the amount of disagreements and the DPA ratio. JAG, instead, has
a very low rate of disagreements under every type of interference even with small tjam, which
enables signi�cant energy savings, as shown in Fig. 3.16. Furthermore, when tjam is longer than
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Figure 3.16: Disagreements as function of energy for JAG and 2-MAG.

the longest interference burst, we do not have any disagreements as discussed in Section 3.2.4.
Obtaining this behaviour using packet-based approaches would require a signi�cantly higher
cost: Fig. 3.14(b) shows that even when sending bursts of ACKs for 100 ms, one cannot still
guarantee the absence of disagreements. Hence, compared to packet-based approaches, JAG
performs better and guarantees agreement with less costs and with weaker and more realistic
assumptions about the underlying interference pattern.
Fig. 3.15(c) shows that the rate of disagreements obtained in the presence of emulated Wi-Fi

interference tends to zero faster than the one obtained in the presence of real Wi-Fi interference.
This is because the interference generated by JamLab contains fast transmissions with short
idle and busy periods. Therefore, JAG has high chances to detect an idle period already when
using a short tjam.
In addition to tjam, another parameter to be con�gured in JAG is ∆r, which helps in com-

pensating changes between rs and the strength of the received jamming signal. ∆r should be
selected not too small (so to account for the inaccuracy of the RSSI readings), but at the same
time not too large, as this would neutralize the bene�ts of having knowledge of rs. Fig. 3.17
depicts the percentage of disagreements as a function of ∆r: a value of 3 dBm o�ers a good
trade-o�.
Finally, we validate the goodness of JAG by running a long-term experiment in our second

testbed deployed in a residential environment. In particular, we compare the performance of
JAG and 2-MAG over time when using tjam = 500µs for JAG and tout = 5ms for 2-MAG
(Fig. 3.18). We do not change the con�guration of the two protocols throughout the duration
of the experiment. The interference in the environment changes signi�cantly over the day: a
lot of Wi-Fi activity was present during daytime in the weekend (May, 12-13), but it was quiet
during night and on Monday (May, 14) during the day, as most people were not in their homes.
Despite selecting a tout 10 times higher than tjam, JAG sustains a signi�cantly lower amount
of disagreements and outperforms 2-MAG during the whole duration of the experiment.

3.2.6 Integration of JAG into MAC Protocols

As previously discussed, JAG is intended as a building block to construct protocols at di�erent
layers of the protocol stack. For example, it could be embedded into a MAC protocol to agree
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Figure 3.18: Long-term experiment in a residential environment.

on the TDMA schedule or the next frequency channel. We now discuss how JAG can be
integrated in existing MAC protocols to enhance their performance.
As many deployments gather environmental data and send them to a number of sinks, several

convergecast MAC protocols have been proposed in sensor networks, such as Chrysso [30] and
CoReDac [59]. In these protocols, nodes are logically organized into parent-children groups that
may operate on di�erent channels. In Chrysso [30], individual parent-children pairs collabora-
tively switch their communication channel as soon as performance degrades. In particular, a
parent node monitors the average back-o� time, and as soon as it exceeds a given threshold,
it instructs all its children to carry out a channel switch by piggybacking the �switch-channel
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command� onto ACK messages, and then switches to the next channel. This operation is car-
ried out for each parent-child pair individually, and can be considered a two-way handshake
between child and parent (2-MAG) in which the information V to be agreed upon is contained
in the second message. Please note that, on a high-level basis, V does not have to be necessarily
included in the �rst message of the exchange: in a n-way handshake, V is in any case only
used once the last message has been received, so it can be embedded in any of the messages
exchanged in the handshake. The only di�erence with respect to 2-MAG is that, when piggy-
backing an information V into an ACK message, the latter cannot be sent as a hardware ACK
as it contains extra-information.
JAG can be embedded into Chrysso by replacing the 2-way handshake between child and

parent with a 3-way handshake in which the child sends an initial packet P , the parent answers
with a software ACK containing the new channel to be used (V ), and the child con�rms the
reception of V by jamming for a prede�ned amount of time tjam. The parent node deems the
exchange as successful (jamming sequence detected) or unsuccessful (jamming sequence not
detected) depending on the results of a fast RSSI sampling, as described in Sect. 3.2.4.
The same principle can be used to enhance the performance of CoReDac [59], a TDMA-based

convergecast protocol in which parent nodes split their reception slots into subslots, and assign
one slot to each child in order to build a collection tree that guarantees collision-free radio
tra�c. As in Chrysso, also in CoReDac the assignment information used for synchronizing
the TDMA-schedules is piggybacked onto ACK messages, and one can introduce a three-way
handshake using JAG in the same way as described above. However, in the current version of
CoReDac, there is a single aggregated ACK message containing the identi�er of all children: this
can be easily changed to individual ACKs to each child without a�ecting the overall protocol
architecture.
The use of a 3-way handshake requires additional energy compared to the traditional message-

based 2-way handshake implemented by Chrysso and CoReDac. However, this may pay o� in
the presence of interference, as it would increase the chances of agreement. As we have shown
in our previous work [10], CoReDac performs poorly in the presence of interference, since when
an ACK is lost, a sensor node needs to keep its radio on until it hears a new one, and integrating
JAG may lead to substantial performance improvements.

3.2.7 Related Work

Agreement is a well-known problem in distributed systems. Pioneering work in the late 1970s
highlighted the design challenges when attempting to coordinate an action by communicating
over a faulty channel [22, 25].
In the context of wireless sensor networks, the agreement problem has not been widely

addressed. The main focus has been on security for the exchange of cryptographic keys [18],
and on average consensus for nodes to agree on a common global value after some iterations [66].
Similarly to these studies, our work aims at protocols that allow a set of nodes to agree on a
piece of information. In addition, we also tackle agreement under interference and provide a
lightweight energy-e�cient solution that �ts applications with strict performance requirements.
Our work is motivated by studies reporting the degrading QoS caused by the overcrowding of

the RF spectrum in unlicensed bands [70]. Several solutions have been proposed: Chowdhury
and Akyildiz identify the type of interferer and schedule transmissions accordingly [33]. Liang
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et al. increase the resilience of packets challenged by Wi-Fi interference using multi-headers
and FEC techniques [43]. Other protocols, such as Chrysso and ARCH, dynamically switch the
communication frequency as soon as interference is detected [30, 56]. As these protocols rely
on packet exchanges to coordinate the channel switching, one can use JAG to improve their
performance, as discussed in Sect. 3.2.6.
Another set of studies propose to cope with interference by exploiting its idle or busy periods.

Noda et al. have proposed a channel quality metric based on the availability of the channel over
time, which quanti�es spectrum usage [16]. Hauer et al. report the interference observed by a
mobile body area network in public spaces, and the study shows the intermittent interference
caused by Wi-Fi AP in all IEEE 802.15.4 channels [28]. Similarly, Huang et al. have shown that
Wi-Fi tra�c inherently leaves �a signi�cant amount of white spaces� between 802.11 frames [23].
BurstProbe uses a probing mechanism to periodically measure burst error patterns of all links
used in the deployment and, whenever the interference patterns leave predicted bounds, a
warning is issued so that one can recon�gure the deployed network [31]. Similarly to these
studies, JAG exploits idle times for data packets, but also leverages the bursty nature of
interfering sources to achieve reliable agreements through the use of jamming signals.

3.3 Evergreen

A typical wireless sensor network (WSN) has hundreds of battery-powered remote wireless
motes and a few sinks, called root nodes. Compared to a normal mote, a root node is usually
more resourceful, easier to access, and mains powered. Humans interact with a WSN using a
root node, which automatically collects the data of the whole network, freeing them from the
tedious task of accessing each and every mote individually. To assist the root node in collecting
all the data, sensor motes run a collection protocol that is responsible of sending the data from
the source node(s) to the (closest) root node.
Existing collection protocols are typically created to work well under a set of speci�c as-

sumptions. Consequently, the performance of these protocols deteriorates signi�cantly when
used in (hostile) conditions violating the assumptions of their design. The challenge now, is to
lift some of these constraining assumptions such that collection protocols can also operate in
tomorrow's networks.
Evergreen is a new collection protocol designed to work �and not to break down� in ex-

treme conditions including: high interference, large temperature variations, node mobility, and
high data rates. In addition Evergreen also aims to perform well in stable, more favorable
environments achieving at least the same performance as existing protocols designed for those
conditions.
The next subsection outlines related work in the context of Evergreen. Subsequent subsec-

tions provide a brief overview of the contributions made by Evergreen. To put Evergreen into
perspective, the penultimate subsection compares its performance with that of two widely used
existing collection protocols namely, CTP and ORW [24][39]. Finally, the last subsection draws
conclusions.
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3.3.1 Related Work

The Collection Tree Protocol (CTP) is a well-known and one of the most widely used collec-
tion protocols [24]. It was the �rst protocol to use adaptive beaconing (based on the Trickle
timer) instead of sending period control messages to reduce protocol overhead to the bare min-
imum [24][69]. CTP also uses data-path validation to avoid routing loops, and is based on
an accurate link quality estimation, adding to its e�ciency. Overall CTP works very well if
the network is stable, and is shown to deliver on average more than 90% data packets while
using only a 3% duty cycle in those conditions [24]. However, CTP's performance deteriorates
when the nodes are mobile or when the network links are volatile with rapidly changing link
qualities [47]. This is because CTP's link estimation might not quickly detect changes on some
links, and its forwarding algorithm can then take up to a few seconds to converge to the new
routes.
The Backpressure Collection Protocol (BCP) improves on CTP [47]. A node running BCP

forwards packets to that neighbor whose forwarding queue has the smallest number of packets
among all of the neighbors. This makes tra�c automatically �ow towards root nodes where
data is drained from the network; nodes surrounding a root node will have smaller queue sizes
compared to nodes farther away. Thus, BCP provides a forwarding algorithm (based on queue
sizes) that converges faster and performs better than CTP when the network is not static.
However, BCP runs at a higher duty cycle than CTP when the network is static. Furthermore,
packets experience higher end-to-end delay and lower delivery rates in the static network as
compared to CTP. Thus, CTP works better if the network is static whereas BCP outperforms
CTP in dynamic situations.
Recently the Opportunistic Routing Protocol for WSN (ORW) was proposed [39]. In ORW,

instead of sending a data packet to a speci�c neighbor, a node n sends packets to its immediate
neighbors, with the route cost from node n inside that data packet. A neighboring node m
receiving the data packet, checks if it has a routing cost greater than what is mentioned in the
data packet, in which case the data packet is silently dropped. Otherwise, node m accepts the
packet and sends back an acknowledgment packet to node n. Subsequently, node m unicasts
the packet to its own neighbors and the packet continuing the �ow through the network. The
advantage of ORW is that end-to-end delay is reduced signi�cantly because node n, instead
of waiting for a speci�c node to wake up, starts sending the packet immediately and the �rst
node that wakes up from sleep replies back with an acknowledgment. Thus at each hop several
milliseconds are saved accumulating into a signi�cant amount of time over the whole length of
the data path. Another advantage of this forwarding scheme is that data packets �ow through
multiple paths instead of majority of packets taking the same path to the root node. This
increases network lifetime by distributing the forwarding task among di�erent nodes and also
avoids congestion in the network. However, there are several shortcomings of ORW, due to
which it cannot be used in all scenarios. First, the MAC layer needs to be changed to support
ORW-style forwarding, and currently only the CC2420 radio is supported. Second, ORW has
the potential of producing a large number of duplicate packets. When a node (say m1) sends
back an acknowledgement, other nodes in the vicinity know they should not forward the packet
too. However, if a node m2 cannot overhear the acknowledgement by (e.g., because it is out of
range) it will assume it will need to forward the packet; m2 will then send an ACK, which is not
received by m1 due to channel symmetry, ending up with both nodes forwarding the packet,
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hence, introducing duplicates. When following disjoint paths towards the root node, no scheme
can be used to �lter out such duplicates on intermediate nodes. Duplicate packets can create
congestion and drain the motes' energy. The likelihood of having multiple nodes receiving the
same packet increases when nodes are awake often and when the data rate is high. Therefore,
ORW is best suited when motes have a relatively long sleep cycle and packets are generated at
a slow pace.

The Case For Evergreen: We have discussed three prominent collection protocols for WSN.
However, each works in a speci�c scenario and its performance deteriorates if used otherwise.
In summary, CTP does not perform well if used in a non-static network. BCP performs not
as good as CTP when the network has static settings. ORW works well only if packets are
generated at a low pace and nodes have reasonably long sleep cycles. Furthermore, ORW is
MAC and hardware dependent. The goal of Evergreen is to perform well in all the above
mentioned scenarios (the reason it is named Evergreen!), that is

� When the network is static or non-static. We refer to a non-static network, when it has
mobile nodes, encounters high interference on its link, or experiences signi�cant temper-
ature variations.

� When data rates are very high or very low. At low data rates Evergreen should match
(or reduce on) the duty cycle of CTP, and when data rates are high, Evergreen should
continue to provide high delivery rates.

In addition, Evergreen should

� be independent from the nodes' sleep cycles, and

� be hardware independent and work on every MAC layer (with minimal porting e�ort).

3.3.2 Contributions

Evergreen has the following main characteristics.

1. Link Quality Estimation (LQE): Evergreen's link quality estimation is designed to quickly
recognize a lossy link. This helps in reducing the number of packets being dropped or
delayed, when a previously usable link is suddenly disconnected due to interference or
temperature instability. Another key contribution of our LQE is its ability to maintain
link quality estimation in the absence of data packets. This comes handy if the application
has a busty tra�c pattern, as link estimation remains available for routing any sudden
tra�c �ow. Our LQE is explained in Subsection 3.3.3

2. Alternative Forwarding Algorithm: When the main algorithm of Evergreen cannot forward
packets due to the changes in the network then an alternative algorithm kicks in. The
main algorithm is useful to �nd near optimal paths in stable network conditions whereas
an alternative algorithm is used when the network is in a transitional phase and no route
to a root node is known. The main and alternative forwarding algorithms are explained
in Subsection 3.3.4.

Copyright © 2014 RELYonIT consortium: all rights reserved page 53



RELYonIT
Dependability for the Internet of Things

Report on
Optimized and Newly Designed Protocols

3. To maintain network state a node has to decide how frequently control messages are to be
sent. CTP uses the Trickle timer to start sending control messages with high frequency
when signi�cantly better routes, to a root, become available. Evergreen employs the
same strategy, but uses an additional set of comprehensive strategies for asserting when
to increase the frequency of control messages. These strategies are critical in e�ciently
maintaining the network state in di�erent situations and are discussed in Section 3.3.5.

4. Existing protocols use same-sized control messages for three di�erent purposes: i) a root
announcing its existence, ii) a node communicating path cost to a root and iii) to maintain
a link quality estimation and link existence. Using a single, large message for multiple
purposes increases the overall overhead of control messages. In contrast, Evergreen uses
three di�erent control messages depending on the state of the network. This leads to
a reduction in overhead and allows running at lower duty cycles, leading to increased
network lifetime. We explain our control message design in Section 3.3.5

5. Miscellaneous Optimizations: Evergreen also employs several other optimizations includ-
ing packet aggregation, packet queue management, and short-circuit data forwarding. We
explain these optimizations in Section 3.3.6.

3.3.3 Link Quality Estimation

We designed our link quality estimation (LQE) protocol based on three main goals:

� To quickly identify a newly available link, even if that link is lossy.

� To quickly identify a link failure when a link goes down permanently or for an extended
period of time.

� To keep LQE up-to-date even if data packets are not traversing through a set of links.

Achieving the �rst goal is essential so that even if the quality of all links is lossy, data packets
still continue to �ow though the network. The second goal is set so that packet losses and delay
could be minimized by avoiding sending packets on the links that have gone down due to
interference or temperature variations. The last goal is set so that link quality estimation is
not dependent on the arrival of data packets alone and LQE always remains up-to-date to
facilitate any future data forwarding needs.
Evergreen uses arrival and lack-of-arrival of data and control packets to estimate a link's

quality. Given that a link may not always have data packets traversing through it, it would be
desirable to have explicit link quality control packets. Furthermore, even if a link has frequent
data packets passing through it that can be tracked to measure its quality, using control packets
can help in faster convergence of the link's quality estimation.

Using Control Packets For LQE: A control packet is generated by a node at a pre-scheduled
time interval when the node is not experiencing drastic changes in its neighborhood. Otherwise,
a node may send an out-of-schedule control packet to propagate any drastic changes in its
neighborhood. Unlike other protocols, in Evergreen a control packet received at a node also
contains information about the next scheduled control packet. In case a control packet arrives
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well in advance of its scheduled time it is ignored. However, in case the next control packet
fails to arrive at its scheduled time, then this is used as an indication of a deterioration in link
quality (referred to as a link-fault LF ). Likewise, the arrival of a control packet at its scheduled
time is taken as an improvement indicator of the link's quality (referred to as a link-success
LS ). Similarly if a link received an ACK for a data packet then it is taken as an LS, whereas
a lacking ACK is considered an LF. Link quality estimation is updated based on the LSs and
LFs, produced either by control or data packets.

3.3.4 Alternative Forwarding Algorithm

Evergreen has two forwarding algorithms: a primary and a secondary algorithm. The primary
forwarding algorithm �nds a path with the lowest aggregated LQE to the root node. This
primary forwarding algorithm is similar to that of CTP and works well if the network is stable.
However, the key problem with this algorithm is that in large WSNs it takes several seconds to
propagate a route from a root node to the whole network. Thus, when the network undergoes
some rapid changes (e.g. due to interference or node mobility), no route might be available for
some time until the network converges to the new routes. In case of CTP, if a node cannot �nd
a path to the root it uses a two step approach:

1. It starts a repair mechanism by triggering the Trickle timer.

2. The node waits for some time (10 seconds) for the network to converge, before attempting
to forward the data packet again.

After the wait is over, but when a path has still not become available, the node repeats the
above two-step process. This could lead to a long (even eternal) cycle of waits if the network
is continuously changing (e.g. frequent high interference across the network links).
Evergreen uses a simpli�ed version of BCP's forwarding algorithm [47] as its secondary

forwarding algorithm. In case there is no route to the root available then, just like CTP,
Evergreen starts the repair mechanism, but instead of waiting to send data it continues to send
data, like BCP, using the queue lengths to the neighboring nodes favoring the least congested
neighbor. Thus, in Evergreen, packets continue to �ow even if the network is undergoing some
rapid changes, leading to higher throughput and shorter delays.

3.3.5 Dynamic Timed and Sized Control Messages

To compute paths to a root node, a collection protocol uses a locally stored �network state�.
The network state maintained at a node represents how that node visualizes the network. An
outdated network state may result in path computation errors. To keep the state up-to-date in
its neighborhood, a node broadcasts its network state using control messages to its immediate
neighbors, and based on the control messages it receives from its neighbors the node updates
its own state. However, a node has to meticulously decide when to send a control message and
what part of its state information should be shared. Frequently sending control messages will
result in draining a node's battery lifetime as well as those of its neighbors. In contrast, not
sending an important update will result in stale network state information at the neighbors.
Thus, a node must try to minimize the number of control messages sent to save energy while
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at the same time minimize the time the network takes to converge to a new state. Evergreen
has two main contributions regarding this trade o�:

1. It includes a comprehensive strategy that outlines when to send a control message.

2. It dynamically selects the information to be sent (reducing control message size) based
on the current state of the network.

Sizing Control Messages: There are three kinds of tasks ful�lled by sending control messages:
i) a root announcing its existence, ii) a node communicating its path cost to a root and iii)
maintaining link quality.
CTP uses a 16-byte control message to ful�ll these three tasks. In contrast, Evergreen

uses three di�erent-sized control messages. A root sends only 5-byte messages that contain
information about its node ID, so other nodes can infer the root's existence. To maintain
a link's existence and update its quality a 4-byte control message (Cl) is sent. Whereas to
communicate any drastic changes in the network a 9-byte control message (say Ct) is sent.
Every time when a non-root node sends Ct it saves the information it has advertised. When

the time arrives to send out the next control message, the node compares the information it
has sent previously with the current state of the network. In case the network state has not
changed signi�cantly then instead of sending Ct, the node advertises Cl, which is less than half
the size of Ct and contains only summarized information.

3.3.6 Miscellaneous Optimizations

Evergreen has many other small contributions and attributes that together improve its perfor-
mance. This subsection lists them brie�y.

Short-Circuit Data Forwarding: When a node receives a packet at the network layer (from the
application layer or from a neighboring node), that packet enters the node's FIFO forwarding
queue. The network layer takes packets from the queue and forwards them one by one. If the
application is sending packets faster than the network layer's forwarding speed, then the FIFO
queue will eventually over�ow, leading to dropped packets. To avoid this situation, Evergreen
computes the path to the root node only once every m milliseconds. Thus by amortizing the
path computation overhead, Evergreen increases its forwarding speed; we call this optimization
�Short-Circuit Data Forwarding�. The value of m should not be too large so that packets are
forwarded to the best possible path most of the time.

Data Packet Aggregation: Another measure taken by Evergreen to avoid over�ow of its
FIFO forwarding queue is data aggregation, e�ectively combining multiple data packets into
one packet with a common 7-byte header. However, Evergreen only aggregates packets when
the forwarding queue is almost full for the following reasons. First, any aggregated packet must
be de-aggregated at the root node, increasing the overhead at root node. Second, the larger the
data packet, the higher the chance of corruption due to interference, which has the additional
e�ect of losing the data of multiple single packets at once. Lastly, a duplicated aggregated
packet could actually result in increased radio duty cycles.
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Faster Data Pull: In a typical collection protocol, an application receives an acknowledgment
(or a negative acknowledgment) for each packet it sends to the network layer. This is done to
provide the application an opportunity to resend the same packet to the network layer, in case
of a negative acknowledgment. Such acknowledgments between the application and the network
layer are referred to as �application-level ACKs�. Note that, an application is not allowed to
send a packet (to the network layer) during the waiting period even if the application does not
wish to resend the same packet. The network layer itself retries to send a packet several times
if it does not receive an acknowledgment from its neighboring nodes. Such acknowledgments
between two nodes are referred to as �node-level ACKs�.
Both CTP and Evergreen deploy an aggressive retry policy that only drops a packet when

no node-level ACK is received after retrying dozens of times. For instance, the current im-
plementation of CTP retries 35 times to receive a node-level ACK before sending a negative
application-level ACK. We believe that, this aggressive retry policy at the network level has
rendered application-level ACKs useless. Therefore, in case of Evergreen, if the application
has some packets to send then Evergreen does not force the application to wait for a packet
application-level ACK. Instead Evergreen allows the application to send other data packets
as long as the forwarding queue of Evergreen has enough empty slots to accommodate them.
Note that, Evergreen also supports application-level ACKs but at the same time allows an
application to ignore them. This is useful for increasing application throughput when a link
experiences a short-lived interference; the bu�ered packets in the forwarding queue can be sent
out in a burst once the link comes back to live.

3.3.7 Results and Discussion

This subsection compares Evergreen with the widely used collection protocol CTP. We used
our Templab testbed for the experiments, which has 17 nodes [12]. TempLab is equipped with
infrared heating lamps, to study the impact of temperature variations in real-time controlled
environment. For the experiments, a root node and three source nodes are selected, such that
the number of hops between the sources and the sink are maximized for the given testbed. Each
source generates two 4-byte long data packets every second. The contents of the data packets
are the source identi�er and a serial number to uniquely identify the packet. This information
is used to �nd duplicate data packets received at the root node, at the end of an experiment, by
processing the trace �les. Each source node sends 4000 packets, hence, each experiment lasts
at least 4000×0.5 = 2000 seconds (or 33.33 minutes). Each node has a half a second long sleep
cycle. Both, Evergreen and CTP are MAC and hardware independent protocols and hence we
used the default MAC protocol of TinyOS 2.x in our evaluations [49].
To have a fair comparison, the size of the forwarding queue of both Evergreen and CTP is kept

the same. Also, in our experiments we have not used Evergreen's data aggregation module to
give CTP the best possible chance to perform well when compared to Evergreen. The following
subsections compare Evergreen with CTP in three di�erent scenarios and Evergreen is shown
to comprehensively outperform CTP in each one of these scenarios.

Static Network: We start by comparing Evergreen with CTP in a static network. In this sce-
nario all the links of the network have favorable conditions. That is, links are not experiencing
any interference or rapid temperature variations, links are only exposed to the normal e�ects
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Figure 3.19: Static Network: Figure 3.19(a) outlines the number of packets received per sec-
ond in the static network. Figure 3.19(b) shows the number of duplicate packets
received at the root node per second for each protocol. Figure 3.19(c) depicts the
duty cycles consumed on average to transmit a single data packet.

multipath RF. The results of this scenario are presented in Fig. 3.19. Evergreen takes 13.4%
less time to transmit the set of data packets as compared to CTP (Figure 3.19(a)). While at
the same time, Evergreen has a lower duty cycle, 10.6% on average. Furthermore, Evergreen
reduces packet duplicates by 87%.
These results show that even under benign conditions Evergreen has a better performance

than CTP, but Evergreen's main goal is to work in extreme conditions. We will now see how
Evergreen's relative performance is even better under extreme conditions.

High Interference: The second scenario used to measure Evergreen's and CTP's performance
is interference. To emulate interference used JamLab, a tool that generates controlled and
realistic interference patterns [6]. JamLab can emulate di�erent kinds of interference from
Bluetooth to microwaves. For our experiments we used Jamlab to emulate Wi-Fi video stream-
ing, which is a very heavy interference pattern. A centralized node in the network is selected
as an interferer that can block all the links in the network when transmitting at maximum
power. Hence, when a video streaming starts, no protocol can continue to communicate with
the root node or with any other node in the network. During the course of the experiment,
interference is switched on for a period of �ve minutes, followed by an interference-free period
of �ve minutes and the cycle is repeated. Thus, under our settings, during the transmission of
2000 packets, interference is switched on seven times. In this type of scenarios, the challenge
for a protocol is to con�gure itself quickly to transmit as many packet as possible in the �ve
minutes when links are interference-free. This experiment and the subsequent experiment on
temperature variations are mainly testing two qualities of a protocol:

� The ability of the protocol's link quality estimation to quickly detect changes in the
environment and adapt to those changes.

� How e�ective a protocol is in disseminating sudden changes in link quality estimation
using control messages.

If a protocol takes too much time to estimate link quality, then it will drop more packets as it
will be slow in detecting deteriorating links. Also if a link starts improving, a slow estimation
processes reduces the ability to send packets earlier. In Fig. 3.20(b) we observe that CTP drops
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Figure 3.20: High Interference: Figure 3.20(a) outlines the number of packets received per
second in the network that whose links are experiencing high interference. Fig-
ure 3.20(b) shows that CTP has 2.3 times higher loss of data packets as compared
to Evergreen under high interference scenario. Figure 3.20(c) shows the duplicate
data packet produce by Evergreen and CTP over time. Figure 3.20(d) Evergreen
outperforms CTP by consuming signi�cantly less duty cycles.

2.36 times more packets as compared to Evergreen, which is mostly attributed to Evergreen's
ability to quickly estimate and disseminate link qualities. Furthermore, Evergreen is on average
53% faster in transmitting a single packet to the root node as compared to CTP, while at the
same time having 22% less duty-cycles.

Temperature Variations We now present Evergreen's performance under temperature vari-
ations. Interference on a link can be switched on or o� within a few milliseconds, however
heating or cooling down a lamp takes several minutes. Similarly, in a real setting environment,
interference is much more volatile then temperature. Thus protocols have much more time
to adapt to the changes in network dynamics due to variations caused by temperature than
by interference. The infrared lamps available in TempLab heat the nodes until they reach a
maximum temperature of 70◦C. After waiting for a short duration, these lamps cool down and
temperature gradually returns to normal. This whole process last about 40 minutes. Fig. 3.21
shows the e�ects of temperature variations during the experiment. Evergreen performs better
than CTP in all scenarios. The most prominent di�erence in the results, is the average duty
cycles consumed to transmit a single data packet by CTP and Evergreen. Evergreen consumes
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Figure 3.21: Temperature Variations: Number of data packets and duplicate data packets re-
ceived per second are shown in Fig. 3.21(a) and 3.21(b) respectively. Duty cycles
consumed on average to transmit a single data packet are shown in Fig. 3.21(c).

44% less duty cycles as compared to CTP while transmitting slightly more data packets in a
signi�cantly reduced time period. To be precise, Evergreen takes 33% less time to transmit a
single data packet while delivering 2.5% more packets than CTP. There are multiple factors
that contribute to Evergreen's performance gain. For instance, the reduction in duty cycles
is mainly due to our smart control packet transmission strategies. Whereas reduction in data
packet loss is due to the adaptive link quality estimation algorithm.

3.4 Interference Mitigation

Many network protocols and mechanisms bene�t from an understanding of achievable Packet
Reception Rates (PRR) on links. If the expected PRR on links is known protocols can be
optimised and it is possible to estimate achievable network performance. For example, a routing
protocol may use PRR prediction to decide if a link should be pruned from the currently used
topology. A multichannel MAC protocol may use PRR information to decide if a channel
change is necessary. In a TDMA protocol PRR information may be used to decide how many
transmission slots must be allocated to achieve su�cient reliability levels. With knowledge of
PRR on each link the achievable end-to-end reliability in a network can be calculated. And
�nally, as transmission latency can be traded for transmission reliability (as retransmissions
require time) PRR information can be used to reason on achievable end-to-end delay.
Transmissions on links used in a deployment can be monitored and the PRR can be recorded.

The recorded PRR achieved in the past can then be used to estimate the future PRR on the
link. This method is commonly used to estimate link quality in form of achievable PRR.
Unfortunately, this technique is only useful to estimate PRR at the time that the network is
operational and of links which are already in use. It is not possible to estimate PRR on links
that may be used as alternative and, more importantly, it is not possible to estimate PRR in
a deployment area before the network is deployed.
PRR is mainly a�ected by interference. Hence, it is possible to capture interference and to use

this data to reason about achievable PRR. Thus, it is possible to overcome the shortcomings of
the aforementioned PRR estimation technique based on recording of actual transmission results.
Interference can be measured in a deployment area and the the obtained interference recordings
can be used to estimate achievable PRR for links subject to this interference pattern. As it is
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Figure 3.22: CDF for both IDLE and Busy periods for Channel 15.

not feasible to record directly interference over long time periods a method must be found that
allows us to record essential characteristics of interference with reduced e�ort. This can be
achieved by measuring and recording the statistical distributions of idle and busy interference
periods. The resulting IDLE and BUSY Probability Density Function (PDF) contains su�cient
information to estimate PRR in an environment subject to the interference.
We have described the methods for measuring the IDLE-PDF and BUSY-PDF in D1.1. How

to derive the estimated PRR from a captured IDLE-PDF is described in D1.2. In this section
we discuss how this mechanism can be used as a building block in the context of network
protocols.

3.4.1 The IDLE-PDF and BUSY-PDF

Interference levels can be measured by sampling the energy level in a transmission channel
over time. If the sampled energy level is above a given threshold RThr, a packet transmission
would be destroyed by concurrent activities in the frequency channel. Thus, interference can
be represented as a sequence of idle (free channel) and busy (ongoing activity in the medium)
periods of di�erent length. Using such a recorded interference trace it is then possible to analyse
success rates of packet transmissions.
To reduce the required storage space for interference traces we store the actual sequence

of idle and busy periods and their respective length. Instead, we record the distributions of
observed busy and idle period lengths. This measurement does not allow us to reproduce
the exact measured interference trace but it allows us to produce an interference trace which
exhibits the same statistical distributions of idle and busy periods and period lengths.
Figure 3.22 shows an example of a recorded IDLE-CDF and BUSY-CDF. We have described

the methods for measuring the IDLE-PDF and BUSY-PDF in D2.2.

3.4.2 PRR Estimation Based on the IDLE-PDF

The recorded distribution of idle and busy period lengths (IDLE-PDF and BUSY-PDF ) can be
used for analysis of PRR instead of using an actual recorded interference trace (Alternatively
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Figure 3.23: CDF of idle periods for Channels 12, 17 and 21.

the IDLE-CDF and BUSY-CDF can be used as Cumulative Distribution Functions can be
transformed into Probability Distribution Functions). It is assumed that a node carries out a
Clear Channel Assessment (CCA) before transmission. Thus, transmissions are started in an
idle period. The transmission is successful if the packet transmission is completed before the
start of the next busy period. The IDLE-PDF can be used to determine (analytically or via
a Monte Carlo simulation) the achievable PRR. Details on how to derive the estimated PRR
from a captured IDLE-PDF is described in D2.2.
Figure 3.23 shows the IDLE-CDF for 3 di�erent channels recorded at di�erent times of day.

As it can be seen, interference levels on di�erent channels are distinctively di�erent. It is also
shown that measurements taken at di�erent times provide the same IDLE-CDF which indicates
that in this example interference levels are constant over time. For this example, the expectd
PRR can be computed for the di�erent channels. As input for the calculation the IDLE-CDF
and the packet size L is used. Using L = 50 bytes a PRR of P12 = 70.5%, P17 = 95.8% and
P21 = 73% for the three di�erent transmission channels is calculated. As the results show,
Channel 17 provides the highest PRR. The IDLE-CDF shape helps to explain this outcome;
for Channel 17 it is more likely to encounter long idle periods than for the other channels and
hence transmissions have a higher success rate as they have a better chance to complete before
being interfered with.

3.4.3 Application Examples of PRR Estimation

The PRR information extracted from the interference measurement via IDLE-CDF can be
used to tune network protocols and allows us to reason on achievable end-to-end transmission
reliability and delay.

Packet Size Selection

The most simple application of the previously described mechanism is to use expected PRR
to select a packet size L such that a given reliability goal can be achieved. For example, an
application may have the requirement to deliver messages with a reliability of 99%. Interference
present in the deployment area can be measured and the IDLE-CDF is constructed. Now it is
possible to calculate which maximum size L can be used to ensure a packet delivery reliability
above 99%. In some application scenarios it is possible to reduce packet sizes. For example,
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a packet may contain necessary and optional information; in a sensor network a packet may
contain the essential sensor reading and optional data such as node statistics (battery level,
transmission statistics, ...). In other scenarios it may not be possible to adjust the volume of
data that has to be transmitted but it might be possible to distribute the data onto a number
of transmissions. In this case the PRR estimation can be used to decide on how many packets
should be used to deliver data.

Channel Ranking and Selection

Communication in 802.15.4 IoT deployments is often subject to interference by other wireless
systems such as Wi-Fi. A common method for interference mitigation is to identify 802.15.4
communication channels which are free of interference. Unfortunately, there are only 16 chan-
nels available and all are potentially subject to WiFi interference. As WiFi is used very widely
it is often next to impossible to �nd a transmission channel which is free of any interference.
Hence, the only option is to rank channels according to the levels of interference and to then
select the best channel for communication. A number of existing work has addressed this do-
main and a di�erent methods exist. The existing methods di�er regarding the metric used for
channel ranking and the method used to obtain measurement data for channel ranking.
We suggest to use the PRR estimation based on a measured IDLE-CDF in a deployment

area as channel ranking metric. The estimated PRR gives a very good indication on how useful
a transmission channel is for transmitting packets of a given size L. Observed interference
patterns are directly related to potential transmission success in the environment.

MAC Protocol Dimensioning

Medium Access Control protocols generally provide a mechanism for packet re-transmission.
Elements of the retransmission mechanism can be con�gured before deployment. For this
con�guration it is often necessary to estimate the number of expected retransmissions. If the
estimation is too conservative the protocol may operate ine�ciently.
For example, in an asynchronous MAC protocol such as ContikiMAC nodes wake periodically

to check for incoming messages. More frequent wake-ups and/or longer wake periods improve
transmission reliability. However, increasing wake-up frequency and duration decreases a nodes
lifetime as more energy is consumed. Thus, an indication on achievable PRR can provide
information on how to tune a MAC protocol for a given interference environment.
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4 Conclusions

The need to develop new protocols for wireless sensor and actuator networks arises from the fact
that the state-of-the-art is still highly vulnerable to interference and temperature phenomena.
This document described the e�orts of the RELYonIT consortium in deriving a new generation
of protocols that are robust to interference and temperature e�ects. After following a detailed
analysis to identify the shortcomings of current protocols, we enhanced the performance of four
key mechanisms of the network stack: our Temperature-Aware MACs overcome the limitations
of the clear channel assessment process under high temperatures, MiCMAC leverages multiple
channels to skip the ones that have high interference, JAG provides a resilient handshake
mechanism against interference, and the variable packet size method exploits the idle times
in-between busy (interfering) periods to minimise packet losses. We also identi�ed the common
e�ects of temperature and interference on link dynamics, and we present our initial work on a
protocol that aims to be resilient at both phenomena (Evergreen).
This deliverable marks a middle-point in the technical development of the RELYonIT project.

Based on the insights obtained in the �rst part of the project (from WP1), we have proposed
new mechanisms to overcome the e�ects of temperature and interference. The next step is to
develop mathematical models for these protocols to provide quality of service guarantees.
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